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Today’s Physics Topics
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(1) Neutron Stars (2) Beyond the 
Standard Model

This process is only permitted if energy and
momentum can be simultaneously conserved.
This requires that the proton-to-neutron ratio
exceeds 1/8, or the proton fraction x ! 1/9,
which is far above the value found in neutron
star matter in the vicinity of n0. In a mixture
of neutrons, protons and electrons, the proton
fraction x in beta equilibrium satisfies (38)

x ! 0.048[Sv(n)/Sv(n0)]3(n0/n)(1!2x)3 (5)

where, typically, Sv(n0) ! 30 MeV. Because
x generally increases with density, the direct
Urca process might still occur above some
density threshold. However, if the direct pro-
cess is not possible, neutrino cooling must
occur by the modified Urca process

n " (n, p)3 p " (n, p) " e!" v̄e.

p " #n, p$ 3 n " (n, p) " e"" ve (6)

in which an additional nucleon
(n,p) participates in order to con-
serve momentum. The modified
Urca rate is reduced by a factor of
(T/%n)2 " 10!4 to 10!5 com-
pared to the direct Urca rate, and
neutron star cooling is corre-
spondingly slower. The standard
cooling scenario assumes that di-
rect Urca processes cannot occur
and predicts that neutron stars
should remain observable by sur-
face thermal emission for up to a
few million years.

The question of whether or not
the direct Urca process occurs in
neutron stars is of fundamental im-
portance. The density dependence
of the symmetry energy function Sv

determines the values of x and the
threshold density at which the nu-
cleonic direct Urca process occurs
(Eq. 5). It also plays an essential
role in determining the threshold
densities of other particles, such as
hyperons, pions, kaons, or quarks,
whose existences trigger other di-
rect Urca processes (37). If a star’s
central density lies below the Urca
threshold, enhanced cooling cannot
occur. Again, the quantity Sv(n)
plays a crucial role for neutron
stars, and its inherent uncertain-
ty means that it is presently un-
known if direct Urca processes can occur in
neutron stars.

There are two additional issues affecting
cooling trajectories of neutron stars: super-
fluidity (39, 40) and envelope composition
(41). Superfluidity quenches cooling from
the direct Urca process. However, an addi-
tional cooling source from the formation
and breaking of nucleonic Cooper pairs
increases the cooling rate from the modi-
fied Urca process (42). Nevertheless, a

clear distinction remains between enhanced
and standard cooling trajectories.

Envelope composition also plays a role in
the inferred surface temperatures. Although it
is commonly assumed that the envelope is
dominated by iron-peak nuclei, this may not
be the case. Light elements (H or He) have
smaller photon opacities, which enhance sur-
face photon emission. Neutron stars appear
warmer with light-element envelopes for
their first 100,000 years of cooling, but even-
tually the situation reverses (43).

Observations and Inferred Stellar
Properties
Masses. The most accurately measured
neutron star masses are from timing obser-
vations of radio binary pulsars (44). These
include pulsars orbiting another neutron

star, a white dwarf, or a main-sequence
star. Ordinarily, observations of pulsars in
binaries yield orbital sizes and periods from
Doppler shift phenomenon, from which the
total mass of the binary can be deduced.
But the compact nature of several binary
pulsars permits detection of relativistic ef-
fects, such as Shapiro delay (45) or orbit
shrinkage due to gravitational radiation re-
action, which constrains the inclination an-
gle and permits measurement of each mass

in the binary. A sufficiently well-observed
system, such as the binary pulsar PSR
1913"16 (18) or the newly discovered
double pulsar binary PSR J0737-3039 (46),
can have masses determined to impressive
accuracy. Masses can also be estimated for
neutron stars that are accreting matter from
a stellar companion in so-called x-ray bi-
naries, but the measurements have much
larger relative errors (Table 1). Neutron
stars in binaries with white dwarf compan-
ions have a broader range of masses than
binary neutron stars, and the wider mass
range may signify a wider range of forma-
tion mechanisms. It has been suggested that
a rather narrow set of evolutionary circum-
stances conspire to form double neutron
star binaries (47). The largest apparent
masses are in the systems 4U1700-37,

which might in fact contain a
black hole, not a neutron star,
Vela X-1, and the pulsar
J0751"1807, but all have large
uncertainties. Raising the limit
for the neutron star maximum
mass could eliminate entire
EOS families, especially those
in which exotica appear and
substantial softening begins
around 2 to 3 n0. This could be
significant, because exotica
generally reduce the maximum
mass appreciably.

Thermal emission. Most known
neutron stars are observed as pul-
sars and have photon emissions
from radio to x-ray wavelengths
dominated by nonthermal emis-
sions. It is believed that the bulk of
the nonthermal emissions are gen-
erated in a neutron star’s magneto-
sphere. Although such emissions
can teach us about magnetospheric
phenomena, they are difficult to
utilize in constraining the star’s
global aspects, such as mass, radi-
us, and temperature, that have a
significant bearing on a star’s inte-
rior structure, composition, and
evolution. About a dozen neutron
stars with high thermal emissions,
and with ages up to a million years,
have been identified (43), and these
stars are expected in the standard

cooling scenario to have surface temperatures
in the range of 3 & 105 to 106 K (Fig. 4), so the
bulk of their emitted radiation should lie in the
extreme ultraviolet or x-ray regions.

The effective temperature Teff,' is defined
from

F' (L'/4)d 2 ( *BTeff,'
4 (R'/d)2 (7)

where *B is the Stefan-Boltzmann constant, d
is the distance, and F' and L' refer to the flux
and luminosity observed at Earth. These lat-

Fig. 3. The major regions and possible composition inside a normal-
matter neutron star. The top bar illustrates expected geometric transi-
tions from homogeneous matter at high densities in the core to nuclei at
low densities in the crust. Superfluid aspects of the crust and outer core
are shown in the insets. [Figure courtesy D. Page]
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14 10. Electroweak Model and Constraints on New Physics
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Figure 10.2: Scale dependence of the weak mixing angle defined in the MS scheme [35,74] (for the
scale dependence in a mass-dependent renormalization scheme, see Ref. [73]). The minimum of the
curve corresponds to µ = MW , below which we switch to an e�ective theory with the W

± bosons
integrated out, and where the —-function for ‚s 2(µ) changes sign. At MW and each fermion mass
there are also discontinuities arising from scheme dependent matching terms, which are necessary to
ensure that the various e�ective field theories within a given loop order describe the same physics.
However, in the MS scheme these are very small numerically and barely visible in the figure provided
one decouples quarks at µ = ‚mq( ‚mq). The width of the curve exceeds the theory uncertainty from
strong interaction e�ects which at low energies is at the level of ±2 ◊ 10≠5 [35]. The Tevatron and
LHC measurements are strongly dominated by invariant masses of the final-state di-lepton pair of
O(MZ) and can thus be considered as additional Z pole data points. For clarity we displayed the
Tevatron and LHC points horizontally to the left and right, respectively.

E.g., QW (133
78Cs) is extracted by measuring experimentally the ratio of the parity violating

amplitude, EPNC, to the Stark vector transition polarizability, —, and by calculating theoretically
EPNC in terms of QW . One can then write,
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where aB is the Bohr radius. There are currently two semi-empirical approaches to — of similar pre-
cision. The ratio of the o�-diagonal hyperfine amplitude to the vector polarizability was measured
directly by the Boulder group [167]. Combined with the hyperfine amplitude, computed precisely
in Ref. [168], one finds — = (26.957 ± 0.044 exp. ± 0.027 th.) a

3
B

. Alternatively, one can combine [169]
the measurement of the ratio of scalar to vector transition polarizabilities [170] with the recent
calculation of the scalar polarizability [171] to obtain — = (27.139 ± 0.030 exp. ± 0.030 th.) a

3
B

, in
agreement with earlier results [172, 173] based on this approach. The two determinations average
to — = (27.064 ± 0.025 exp. ± 0.021 th.) a

3
B

, while they di�er by 2.7 ‡.
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The Tool: Electron Scattering
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“Target”

Incident Electron: k

Scattered Electron: k′

“Exchange Particle:” q=k−k′

High Energy 
➥Large q 
➥Small Distances

Electron Spin 
or⇒ ⇒

(1) 208Pb and 48Ca 
(2) Another electron

Photon (𝛾) or Z0
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backgrounds and corrections associated with each of the two halves of 
the experiment, are provided in Methods.

The asymmetry measurement results are Aep = −223.5 ± 15.0 
(statistical) ± 10.1 (systematic) p.p.b. in the first half of the experi-
ment, and Aep = −227.2 ± 8.3 (statistical) ± 5.6 (systematic) p.p.b. in 
the second half. These values are in excellent agreement with each 
other and consistent with our previously published commissioning 
result3. Accounting for correlations in some systematic uncertainties  
between the two measurement periods, the combined result is 
Aep = −226.5 ± 7.3 (statistical) ± 5.8 (systematic) p.p.b. The total 
uncertainty achieved (9.3 p.p.b.) sets a new level of precision for  
parity-violating electron scattering (PVES) from a nucleus.

The relationship between the measured asymmetries Aep and the 
proton’s weak charge Qw

p  is expressed by equation (3), where the  
hadronic-structure-dependent term B(Q2, θ) grows with the momen-
tum transfer Q2. Higher-Q2 data from previous PVES experiments (see 
online references, Methods) were included in a global fit3,7,8 to con-
strain the proton-structure contributions for the short extrapolation 
from our datum to Q2 = 0 in order to determine Qw

p, the intercept of 
equation (3). The average Q2 of this experiment (0.0248 GeV2 c−2) is 
much smaller than that of any other PVES experiments used in this fit, 
with correspondingly smaller contributions from the proton structure. 
The superior precision of the Qweak measurement tightly constrains the 
fit near Q2 = 0, where the connection to Qw

p can be made.
The parameters of the global fit3,7,8 to the PVES data are the  

axial-electron–vector-quark weak-coupling constants C1u and C1d, the 
strange charge radius ρs and strange magnetic moment µs (which char-
acterize the strength of the proton’s electric and magnetic strange-quark 
form factors) and the strength of the neutral weak (Z0 exchange) isovector  
(T = 1) axial form factor =G Z T

A
( 1). The EM form factors GE and GM used 

in the fit were taken from ref. 9; uncertainties in this input were 
accounted for in the result for Qw

p and in its uncertainty.
The ep asymmetries shown in Fig. 2 were corrected1,3 for the energy- 

dependent part of the γZ-box weak radiative correction10–13 and its 
uncertainty. No other electroweak radiative corrections need to be 
applied to determine Qw

p. However, ordinary electromagnetic radiative 
corrections (bremsstrahlung) were accounted for in the asymmetries 
used in the fit, including our datum. Details of the fitting procedure, as 

well as a description of the corrections applied to the asymmetry for 
this experiment, are described in Methods.

The global fit is shown in Fig. 2 together with the ep data, expressed 
as Aep(Q2, θ = 0)/Α0. To isolate the Q2 dependence for this figure,  
the θ dimension was projected to 0° by subtracting [Acalc(Q2, θ) −  
Acalc(Q2, θ = 0)] from the measured asymmetries Aep(Q2, θ), as 
described in refs 3,8. Here Acalc refers to the asymmetries determined 
from the global fit. The fit includes all relevant PVES data for the 
scattering of polarized electrons on protons (ep), deuterons (e2H) and 
4He (e4He); see Methods. The PVES database provides a data-driven 
(as opposed to a more theoretical) constraint on the nucleon structure 
uncertainties in the extrapolation to Q2 = 0. We consider this to be 
the best method to provide our main result (denoted in Table 1 as 

e

e

J

J

p
Z0

Z0

Fig. 1 | Parity-violating electron scattering from the proton. An 
incoming electron, e, with helicity +1 scatters away from the plane of  
the ‘parity-violating mirror’. The image in the parity-violating mirror 
shows the incoming electron with the opposite helicity, −1; instead of 
scattering into the plane of the parity-violating mirror (as it would in a  
real mirror), it scatters out of the plane of the parity-violating mirror.  
The dominant electromagnetic interaction, mediated by the photon  
(γ, blue wavy line), conserves parity. The weak interaction, mediated 
by the neutral Z0 boson (dashed red line), violates parity. The weak 
interaction is studied experimentally by exploiting parity violation through 
reversals of the incident-beam helicity, which mimic the parity-violating 
mirror ‘reflection’.
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Fig. 2 | The reduced asymmetry θ= / = +A A Q Q B Q 0( , )ep 0 w
p 2 2  versus Q2.  

The global fit is illustrated using ep asymmetries from this experiment 
(Qweak 2018), from the commissioning phase of this experiment3 (Qweak 
2013), as well as from the earlier experiments HAPPEX, SAMPLE, PVA4 
and G0 (see Methods), projected to θ = 0° and reduced by a factor A0(Q2) 
appropriate for each datum. The data shown here include the γZ-box 
radiative correction and uncertainty. Inner error bars correspond to one 
standard deviation (s.d.) and include statistical and systematic uncertainties. 
Outer error bars on the data indicate the additional uncertainty estimated 
from the forward-angle projection (for some data points, inner and outer 
error bars coincide). The solid line represents the global fit to the complete 
PVES database (see Methods), and the yellow band indicates the fit 
uncertainty (1 s.d.). The arrowhead at Q2 = 0 indicates the standard-model 
prediction2, = .Q 0 0708(3)w

p , which agrees well with the intercept of the fit 
( = . ± .Q 0 0719 0 0045w

p ). The inset shows a magnification of the region 
around this experiment’s result, at 〈 〉 = . −Q c0 0248 GeV2 2 2.

Table 1 | Results extracted from the asymmetry measured in the 
Qweak experiment

Method Quantity Value Error

PVES !t Qw
p 0.0719 0.0045

ρs 0.20 0.11
µs −0.19 0.14

=GZ T
A

( 1) −0.64 0.30
PVES !t + APV Qw

p 0.0718 0.0044
Qw

n −0.9808 0.0063
C1u −0.1874 0.0022
C1d 0.3389 0.0025
C1 correlation −0.9318

PVES !t + LQCD Qw
p 0.0685 0.0038

Qweak datum only Qw
p 0.0706 0.0047

Standard model Qw
p 0.0708 0.0003

‘PVES !t’ refers to a global !t incorporating the Qweak result and the PVES database, as described 
in Methods. When combined with APV14,15 (to improve the C1d precision), this method is denoted 
as ‘PVES !t + APV’. If the strange form factors in the global !t (without APV) are constrained to 
match LQCD calculations16, we label the result as ‘PVES !t + LQCD’. The method labelled ‘Qweak 
datum only’ uses the Qweak datum, together with electromagnetic9, strange16 and axial18 form 
factors from the literature in lieu of the global !t. Uncertainties are 1 s.d.

N A T U R E | www.nature.com/nature
© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Parity Violating Electron Scattering
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Nature says that the 
two mirror images are 
not equivalent …

… and the details are 
specified completely 

by the Standard Model

The mirror reverses 
the direction of the 
electron spin!
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The Effect is Very Small!
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𝛾 Z01/q2 1/(q2+MZ2)±σ⇒⇒=

2

σ⇒ ⇒σ−
σ⇒ ⇒σ+APV = ≈ q2

MZ2 ≈ “ppb”
… where details depend on the interaction with the target!
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Axial Vector Couplings of Z0
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Axial Vector/Vector Interference is the key!

➥ What are the different Z0 axial couplings?

Getting at the “Physics”

Electron +1− 4 sin2θW

Up quark (u) −1+ (8/3) sin2θW

Down quark (d) +1− (4/3) sin2θW

Proton = 2u+d −1+ 4 sin2θW

Neutron = u+2d +1
Note: sin2θW is close to 1/4


➥ Electron and proton couplings are small !
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Some Previous ePV Experiments
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Year Lab Target APV δAPV Comments

1978 SLAC H2 (DIS) 49,000 8000 Confirmation of the Standard Model

1990 Bates 12C (Elastic) 600 140 Isolation of one term in the current

1997 Bates p (Elastic) 6340 160 SAMPLE: Strangeness in the nucleon

2005 SLAC e- (Møller) 117 16 E158: Test of running value of sin2θW

2006 JLab 4He (Elastic) 5981 810 HAPPEX-4He: Strange nucleon form factor

2007 JLab p (Elastic) 1500 110 HAPPEX-II: Strange form factor of proton

2012 JLab 208Pb (Elastic) 584 53 PREX-I: Neutron skin thickness

2014 JLab H2 (DIS) 80,000 3000 PVDIS: Precision & wide kinematic range

2018 JLab p (Elastic) 227 9 QWeak: Precision at very low q2

All asymmetries given in parts per billion (ppb)
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Example: SLAC (1978)
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C. Prescott, et al, Phys. Lett. 77B (1978) 347
Volume 77B, number 3 PHYSICS LETTERS 14 August 1978 

BEAM MONITORS 

ENERGY ~ .I MI~LLER I 
I ~  I POSITION "~  -- " ~ 1  
L T { ANGLE ~ #/"'--~ 

TO ELECTRONICS " e?'E"~ :~i:> C ~ ) ~  

4 TO ELECTRONICS 
Fig. 1. Schematic layout of the experiment. Electrons from the GaAs source or the regular gun are accelerated by the linac. After 
momentum analysis in the beam transport system the beam passes through a liquid deuterium target. Particles scattered at 4 ° are 
analyzed in the spectrometer (bend-quad-bend) and detected in two separate counters (a gas Cerenkov counter, and a lead-glass 
shower counter). A beam monitoring system and a polarization analyzer are only indicated, but they provide important informa- 
tion in the experiment. 

where + and - were assigned by the same random num- 
ber generator that determined the sign of the voltage ap- 
plied to the Pockels cell. For the shower counter we 
obtained a value o f ( - 2 . 5  + 2.2) × 10 -5  for Aex p di- 
vided by 0.37, the average value of Iee l for polarized 
beams from the GaAs source. The individual values 
were distributed about zero consistent with the calcu- 
lated statistical errors. We conclude that asymmetries 
can be measured in this apparatus to a level of about 
10-5.  

The same procedures were next appfied to a similar 
series of runs using polarized beams. The helicity of the 
electrons coming from the source depended on the 
orientation of the linearly polarizing prism as well as 
on the sign of the voltage on the Pockels cell. Rotation 
of the plane of polarization by rotating the calcite 
prism through an angle ~p caused the net electron hel- 
icity to vary as cos(2~bp). We chose three operating 
conditions: 

(a) prism orientation at 0 °, producing + ( - )  helicity 
electrons for + ( - )  Pockels cell voltage; 

(b) prism orientation at 45 °, producing unpolarized 
electrons for either sign of Pockels cell voltage; and 

(c) prism orientation at 90 °, producing - (+) heli- 
city electrons for + ( - )  Pockels cell voltage. 

Positive helicity indicates that the spin is parallel 
to the direction of motion. As the prism is rotated by 
90 °, Aex p should change sign since it is defined only 
with respect to the sign of the voltage on the Pockels 
cell. We may define a physics asymmetry, A, whose 

sign depends on the helicity of the beam at the target 

Aex p = IPelA cos(2~bp), (3) 

where ~p is the angle of orientation of the calcite prism 
Fig. 2 shows the results at 19.4 GeV forAexp/IPel. 

For the 45 ° point we used a value of 0.37 for [Pe[" 
These data are in satisfactory agreement with expecta- 
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Fig. 2. The experimental asymmetry shows the expected varia- 
tion (dashed line) as the beam helicity changes due to the 
change in orientation of the calcite prism. The data are for 
19.4 GeV and deuterium. Since the same scattered particles 
strike both counters, they are not statistically independent. 
No systematic errors are shown. No corrections have been 
made for helicity dependent differences in beam parameters. 
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CEBAF @ Jefferson Lab
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“TJ”

Polarized Source
1.1 GeV Linacs

Up to 12 GeV

in Hall D

“Hall A”
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(1) Neutron Stars
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This process is only permitted if energy and
momentum can be simultaneously conserved.
This requires that the proton-to-neutron ratio
exceeds 1/8, or the proton fraction x ! 1/9,
which is far above the value found in neutron
star matter in the vicinity of n0. In a mixture
of neutrons, protons and electrons, the proton
fraction x in beta equilibrium satisfies (38)

x ! 0.048[Sv(n)/Sv(n0)]3(n0/n)(1!2x)3 (5)

where, typically, Sv(n0) ! 30 MeV. Because
x generally increases with density, the direct
Urca process might still occur above some
density threshold. However, if the direct pro-
cess is not possible, neutrino cooling must
occur by the modified Urca process

n " (n, p)3 p " (n, p) " e!" v̄e.

p " #n, p$ 3 n " (n, p) " e"" ve (6)

in which an additional nucleon
(n,p) participates in order to con-
serve momentum. The modified
Urca rate is reduced by a factor of
(T/%n)2 " 10!4 to 10!5 com-
pared to the direct Urca rate, and
neutron star cooling is corre-
spondingly slower. The standard
cooling scenario assumes that di-
rect Urca processes cannot occur
and predicts that neutron stars
should remain observable by sur-
face thermal emission for up to a
few million years.

The question of whether or not
the direct Urca process occurs in
neutron stars is of fundamental im-
portance. The density dependence
of the symmetry energy function Sv

determines the values of x and the
threshold density at which the nu-
cleonic direct Urca process occurs
(Eq. 5). It also plays an essential
role in determining the threshold
densities of other particles, such as
hyperons, pions, kaons, or quarks,
whose existences trigger other di-
rect Urca processes (37). If a star’s
central density lies below the Urca
threshold, enhanced cooling cannot
occur. Again, the quantity Sv(n)
plays a crucial role for neutron
stars, and its inherent uncertain-
ty means that it is presently un-
known if direct Urca processes can occur in
neutron stars.

There are two additional issues affecting
cooling trajectories of neutron stars: super-
fluidity (39, 40) and envelope composition
(41). Superfluidity quenches cooling from
the direct Urca process. However, an addi-
tional cooling source from the formation
and breaking of nucleonic Cooper pairs
increases the cooling rate from the modi-
fied Urca process (42). Nevertheless, a

clear distinction remains between enhanced
and standard cooling trajectories.

Envelope composition also plays a role in
the inferred surface temperatures. Although it
is commonly assumed that the envelope is
dominated by iron-peak nuclei, this may not
be the case. Light elements (H or He) have
smaller photon opacities, which enhance sur-
face photon emission. Neutron stars appear
warmer with light-element envelopes for
their first 100,000 years of cooling, but even-
tually the situation reverses (43).

Observations and Inferred Stellar
Properties
Masses. The most accurately measured
neutron star masses are from timing obser-
vations of radio binary pulsars (44). These
include pulsars orbiting another neutron

star, a white dwarf, or a main-sequence
star. Ordinarily, observations of pulsars in
binaries yield orbital sizes and periods from
Doppler shift phenomenon, from which the
total mass of the binary can be deduced.
But the compact nature of several binary
pulsars permits detection of relativistic ef-
fects, such as Shapiro delay (45) or orbit
shrinkage due to gravitational radiation re-
action, which constrains the inclination an-
gle and permits measurement of each mass

in the binary. A sufficiently well-observed
system, such as the binary pulsar PSR
1913"16 (18) or the newly discovered
double pulsar binary PSR J0737-3039 (46),
can have masses determined to impressive
accuracy. Masses can also be estimated for
neutron stars that are accreting matter from
a stellar companion in so-called x-ray bi-
naries, but the measurements have much
larger relative errors (Table 1). Neutron
stars in binaries with white dwarf compan-
ions have a broader range of masses than
binary neutron stars, and the wider mass
range may signify a wider range of forma-
tion mechanisms. It has been suggested that
a rather narrow set of evolutionary circum-
stances conspire to form double neutron
star binaries (47). The largest apparent
masses are in the systems 4U1700-37,

which might in fact contain a
black hole, not a neutron star,
Vela X-1, and the pulsar
J0751"1807, but all have large
uncertainties. Raising the limit
for the neutron star maximum
mass could eliminate entire
EOS families, especially those
in which exotica appear and
substantial softening begins
around 2 to 3 n0. This could be
significant, because exotica
generally reduce the maximum
mass appreciably.

Thermal emission. Most known
neutron stars are observed as pul-
sars and have photon emissions
from radio to x-ray wavelengths
dominated by nonthermal emis-
sions. It is believed that the bulk of
the nonthermal emissions are gen-
erated in a neutron star’s magneto-
sphere. Although such emissions
can teach us about magnetospheric
phenomena, they are difficult to
utilize in constraining the star’s
global aspects, such as mass, radi-
us, and temperature, that have a
significant bearing on a star’s inte-
rior structure, composition, and
evolution. About a dozen neutron
stars with high thermal emissions,
and with ages up to a million years,
have been identified (43), and these
stars are expected in the standard

cooling scenario to have surface temperatures
in the range of 3 & 105 to 106 K (Fig. 4), so the
bulk of their emitted radiation should lie in the
extreme ultraviolet or x-ray regions.

The effective temperature Teff,' is defined
from

F' (L'/4)d 2 ( *BTeff,'
4 (R'/d)2 (7)

where *B is the Stefan-Boltzmann constant, d
is the distance, and F' and L' refer to the flux
and luminosity observed at Earth. These lat-

Fig. 3. The major regions and possible composition inside a normal-
matter neutron star. The top bar illustrates expected geometric transi-
tions from homogeneous matter at high densities in the core to nuclei at
low densities in the crust. Superfluid aspects of the crust and outer core
are shown in the insets. [Figure courtesy D. Page]
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➥ It is imperative to learn about neutron matter

Neutron Star Binary Mergers 
in the Multi-Messenger Age

Discovery of Neutron Stars 
with Mass >2 Solar Masses

GW170817:

PRX 9 (2019)011001

ApJ 848 2017 L12

In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.

2

The Astrophysical Journal Letters, 848:L12 (59pp), 2017 October 20 Abbott et al.

PSR J1614-2230:

Nature 467(2010)1081

parameters, with MCMC error estimates, are given in Table 1. Owing to
the high significance of this detection, our MCMC procedure and a
standard x2 fit produce similar uncertainties.

From the detected Shapiro delay, we measure a companion mass of
(0.500 60.006)M[, which implies that the companion is a helium–
carbon–oxygen white dwarf16. The Shapiro delay also shows the binary

system to be remarkably edge-on, with an inclination of 89.17u6 0.02u.
This is the most inclined pulsar binary system known at present. The
amplitude and sharpness of the Shapiro delay increase rapidly with
increasing binary inclination and the overall scaling of the signal is
linearly proportional to the mass of the companion star. Thus, the
unique combination of the high orbital inclination and massive white
dwarf companion in J1614-2230 cause a Shapiro delay amplitude
orders of magnitude larger than for most other millisecond pulsars.
In addition, the excellent timing precision achievable from the pulsar
with the GBT and GUPPI provide a very high signal-to-noise ratio
measurement of both Shapiro delay parameters within a single orbit.

The standard Keplerian orbital parameters, combined with the known
companion mass and orbital inclination, fully describe the dynamics of a
‘clean’ binary system—one comprising two stable compact objects—
under general relativity and therefore also determine the pulsar’s mass.
We measure a pulsar mass of (1.97 6 0.04)M[, which is by far the high-
est precisely measured neutron star mass determined to date. In contrast
with X-ray-based mass/radius measurements17, the Shapiro delay pro-
vides no information about the neutron star’s radius. However, unlike the
X-ray methods, our result is nearly model independent, as it depends
only on general relativity being an adequate description of gravity.
In addition, unlike statistical pulsar mass determinations based on
measurement of the advance of periastron18–20, pure Shapiro delay mass
measurements involve no assumptions about classical contributions to
periastron advance or the distribution of orbital inclinations.

The mass measurement alone of a 1.97M[ neutron star signifi-
cantly constrains the nuclear matter equation of state (EOS), as shown
in Fig. 3. Any proposed EOS whose mass–radius track does not inter-
sect the J1614-2230 mass line is ruled out by this measurement. The
EOSs that produce the lowest maximum masses tend to be those which
predict significant softening past a certain central density. This is a
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Figure 1 | Shapiro delay measurement for PSR
J1614-2230. Timing residual—the excess delay
not accounted for by the timing model—as a
function of the pulsar’s orbital phase. a, Full
magnitude of the Shapiro delay when all other
model parameters are fixed at their best-fit values.
The solid line shows the functional form of the
Shapiro delay, and the red points are the 1,752
timing measurements in our GBT–GUPPI data set.
The diagrams inset in this panel show top-down
schematics of the binary system at orbital phases of
0.25, 0.5 and 0.75 turns (from left to right). The
neutron star is shown in red, the white dwarf
companion in blue and the emitted radio beam,
pointing towards Earth, in yellow. At orbital phase
of 0.25 turns, the Earth–pulsar line of sight passes
nearest to the companion (,240,000 km),
producing the sharp peak in pulse delay. We found
no evidence for any kind of pulse intensity
variations, as from an eclipse, near conjunction.
b, Best-fit residuals obtained using an orbital model
that does not account for general-relativistic effects.
In this case, some of the Shapiro delay signal is
absorbed by covariant non-relativistic model
parameters. That these residuals deviate
significantly from a random, Gaussian distribution
of zero mean shows that the Shapiro delay must be
included to model the pulse arrival times properly,
especially at conjunction. In addition to the red
GBT–GUPPI points, the 454 grey points show the
previous ‘long-term’ data set. The drastic
improvement in data quality is apparent. c, Post-fit
residuals for the fully relativistic timing model
(including Shapiro delay), which have a root mean
squared residual of 1.1ms and a reduced x2 value of
1.4 with 2,165 degrees of freedom. Error bars, 1s.
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the measurement uncertainty scales simply as T21/2, where T is the total
observing time. Therefore, we are unlikely to see a significant improvement on
these results with currently available telescopes and instrumentation.
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term (L) dictates how rapidly the symmetry energy
increases with density. It is the slope of the symmetry
energy L that displays a strong correlation to the neutron
skin thickness of 208Pb. Given that symmetric nuclear
matter saturates, namely, its pressure vanishes at saturation,
the slope of the symmetry energy L is closely related to
the pressure of pure neutron matter at saturation density.
That is,

PPNMðρ0Þ ≈
1

3
Lρ0: ð4Þ

To assess the impact of the combined PREX–PREX-2
measurements (henceforth referred simply as “PREX-2”)—
we provide predictions for several observables using a set
of 16 covariant energy density functionals. These are
FSUGold2 [9] together with a set of eight systematically
varied interactions—FSUGold2–L047, L050, L054, L058,
L069, L076, L090, L100—with identical isoscalar proper-
ties as FSUGold2, but with isovector properties defined by
the associated value of the slope of the symmetry energy L.
For example, FSUGold2=FSUGold2–L113 predicts a slope
of the symmetry energy of L ¼ 113 MeV. Another set of
accurately calibrated density functionals is given by
RMF012, RMF016, RMF022, and RMF032 [10], where
now the labels are associated to the predicted value of R208

skin.
For example, RMF032 predicts a neutron skin thickness
of R208

skin ¼ 0.32 fm. Finally, TFa, TFb, and TFc, with
R208
skin ¼ 0.25; 0.30, and 0.33 fm, respectively, were created

to test whether the large central value of R208
skin ¼ 0.33 fm

originally reported by the PREX collaboration [1] was
incompatible with other laboratory experiments and/or
astrophysical observations [11]. We found, then, that there
was no compelling reason to rule out models with large
neutron skins.
From the compilation of all these 16 models one obtains

for the binding energy per nucleon and the charge radius
of 208Pb the following values: B=A ¼ 7.88$ 0.01 MeV
and Rch ¼ 5.51$ 0.01 fm, which compare well against
the experimental values of B=A ¼ 7.87 MeV and Rch ¼
5.50 fm, respectively. A detailed description of the fitting
protocol—including an explanation of the model and the
observables used in the calibration procedure—may be
found in Refs. [9–11]. Moreover we underscore that the
models considered here span a wide range of values for
both the neutron skin thickness of 208Pb and the associated
slope of the symmetry energy. Indeed, the range of adopted
values is almost as wide as the one used in the multimodel
analysis of the sensitivity of the symmetry energy to the
electric dipole polarizability and weak-charge form factor
of both 48Ca and 208Pb [12,13].
The strong correlation between L and R208

skin in the context
of the new PREX-2 measurement is illustrated in Fig. 1.
The left-hand panel displays the well-known correlation
between the slope of the symmetry energy at saturation

density and the neutron-skin thickness of 208Pb. Also
shown in Fig. 1(a) is the even stronger correlation between
Rskin and the slope of the symmetry energy at the slightly
lower density of ρ̃0 ¼ ð2=3Þρ0 ≈ 0.1 fm−3 [5,14–18]. At
such a lower density, which represents an average value
between the central and surface densities, the symmetry
energy is well constrained by the binding energy of heavy
nuclei with a significant neutron excess. Relying on the
strong Rskin − L correlation together with the improved
PREX-2 limit, one obtains the Gaussian probability dis-
tribution for L displayed in Fig. 1(b). Using the same
analysis on both J and L̃—the latter representing the slope
of the symmetry energy at ρ̃0—we derive the following
limits:

J ¼ ð38.1$ 4.7Þ MeV; ð5aÞ

L ¼ ð106$ 37Þ MeV; ð5bÞ

L̃ ¼ ð71.5$ 22.6Þ MeV: ð5cÞ

As indicated in Fig. 1(b), these limits are systematically
larger than those obtained using either purely theoretical
approaches or extracted from a theoretical interpretation
of experimental data [14,19–25]. We underscore that the
models used in this Letter represent a particular class of
relativistic EDFs.
We note that theoretical interpretations of elastic

nucleon-nucleus scattering cross sections together with
quasielastic reactions to isobaric analog states obtained
limits on L that are consistent with our findings [26]. The
PREX-2 result is also considerably larger—and in many
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FIG. 1. Left: slope of the symmetry energy at nuclear
saturation density ρ0 (blue upper line) and at ð2=3Þρ0 (green
lower line) as a function of R208

skin. The numbers next to the lines
denote values for the correlation coefficients. Right: Gaussian
probability distribution for the slope of the symmetry energy
L ¼ Lðρ0Þ inferred by combining the linear correlation in the
left figure with the recently reported PREX-2 limit. The six
error bars are constraints on L obtained by using different
theoretical approaches [14,19–25].
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To assess the impact of the combined PREX–PREX-2
measurements (henceforth referred simply as “PREX-2”)—
we provide predictions for several observables using a set
of 16 covariant energy density functionals. These are
FSUGold2 [9] together with a set of eight systematically
varied interactions—FSUGold2–L047, L050, L054, L058,
L069, L076, L090, L100—with identical isoscalar proper-
ties as FSUGold2, but with isovector properties defined by
the associated value of the slope of the symmetry energy L.
For example, FSUGold2=FSUGold2–L113 predicts a slope
of the symmetry energy of L ¼ 113 MeV. Another set of
accurately calibrated density functionals is given by
RMF012, RMF016, RMF022, and RMF032 [10], where
now the labels are associated to the predicted value of R208
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For example, RMF032 predicts a neutron skin thickness
of R208
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R208
skin ¼ 0.25; 0.30, and 0.33 fm, respectively, were created

to test whether the large central value of R208
skin ¼ 0.33 fm

originally reported by the PREX collaboration [1] was
incompatible with other laboratory experiments and/or
astrophysical observations [11]. We found, then, that there
was no compelling reason to rule out models with large
neutron skins.
From the compilation of all these 16 models one obtains

for the binding energy per nucleon and the charge radius
of 208Pb the following values: B=A ¼ 7.88$ 0.01 MeV
and Rch ¼ 5.51$ 0.01 fm, which compare well against
the experimental values of B=A ¼ 7.87 MeV and Rch ¼
5.50 fm, respectively. A detailed description of the fitting
protocol—including an explanation of the model and the
observables used in the calibration procedure—may be
found in Refs. [9–11]. Moreover we underscore that the
models considered here span a wide range of values for
both the neutron skin thickness of 208Pb and the associated
slope of the symmetry energy. Indeed, the range of adopted
values is almost as wide as the one used in the multimodel
analysis of the sensitivity of the symmetry energy to the
electric dipole polarizability and weak-charge form factor
of both 48Ca and 208Pb [12,13].
The strong correlation between L and R208

skin in the context
of the new PREX-2 measurement is illustrated in Fig. 1.
The left-hand panel displays the well-known correlation
between the slope of the symmetry energy at saturation

density and the neutron-skin thickness of 208Pb. Also
shown in Fig. 1(a) is the even stronger correlation between
Rskin and the slope of the symmetry energy at the slightly
lower density of ρ̃0 ¼ ð2=3Þρ0 ≈ 0.1 fm−3 [5,14–18]. At
such a lower density, which represents an average value
between the central and surface densities, the symmetry
energy is well constrained by the binding energy of heavy
nuclei with a significant neutron excess. Relying on the
strong Rskin − L correlation together with the improved
PREX-2 limit, one obtains the Gaussian probability dis-
tribution for L displayed in Fig. 1(b). Using the same
analysis on both J and L̃—the latter representing the slope
of the symmetry energy at ρ̃0—we derive the following
limits:

J ¼ ð38.1$ 4.7Þ MeV; ð5aÞ

L ¼ ð106$ 37Þ MeV; ð5bÞ

L̃ ¼ ð71.5$ 22.6Þ MeV: ð5cÞ

As indicated in Fig. 1(b), these limits are systematically
larger than those obtained using either purely theoretical
approaches or extracted from a theoretical interpretation
of experimental data [14,19–25]. We underscore that the
models used in this Letter represent a particular class of
relativistic EDFs.
We note that theoretical interpretations of elastic

nucleon-nucleus scattering cross sections together with
quasielastic reactions to isobaric analog states obtained
limits on L that are consistent with our findings [26]. The
PREX-2 result is also considerably larger—and in many
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k

k′

q=k−k′

Scattering amplitude 
is proportional to

F (q) =

Z
⇢(r)eiq·r dV

= 1� q2

6

Z
r2⇢(r) dV + · · ·

= 1� q2

6
hr2i + · · ·

1

The mean square radius 
⟨r2⟩ gives the “radius” of 
the distribution 𝜌(r).

Note!
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Recall: Photon Z0

Proton 1 Small
Neutron ≈0 1

Parity Violating 
elastic scattering 
directly measures 
the neutron skin…

… but this term is small.

Photon

or Z0
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10 Horowitz, Kumar, Michaels: Neutron Densities from PREX and CREX

However, once L is constrained by PREX-II, DFT pre-
dicts a correlation between R48

skin and R208
skin that is testable

with CREX, see [80]. For example a large value of R208
skin

and a small value of R48
skin is not expected with present

EDF parameterizations. If PREX-II and CREX were to
yield such results, it would strongly suggest that present
density functionals incorrectly model isovector contribu-
tions to the nuclear surface energy (for example gradient
terms involving ∇ρ1(r)). These surface terms are much
more important for 48Ca than for 208Pb because 48Ca has
a larger ratio of surface to volume. An additional attrac-
tive feature of 48Ca, as compared to 208Pb, is that the role
of electromagnetic effects due to the Coulomb interaction
is much reduced in the former system, thus allowing a
cleaner study of nuclear isovector properties.

We emphasize that PREX-II and CREX together will
constrain isovector contributions to the nuclear EDF. If
PREX-II and CREX results agree with DFT expecta-
tions, this provides confidence in theoretical predictions
of isovector properties all across the periodic table. Apart
from the inherent importance for nuclear structure physics,
these predictions are important both for atomic parity ex-
periments and for the extrapolation to very neutron-rich
systems encountered in astrophysics.

On the other hand, if PREX-II and CREX results dis-
agree with DFT expectations, this will demonstrate that
present parameterizations of the isovector part of energy
functionals are incomplete. The current parameterizations
are prone to large statistical and systematic errors related
to isovector terms [84,87,88]. Locating and correcting this
error is absolutely essential to develop the universal nu-
clear EDF that will be capable of extrapolating to very
neutron-rich nuclei and bulk neutron-rich matter.

5.2 Ab initio coupled cluster calculations for 48Ca

It is important to have a deeper understanding of en-
ergy functionals and to relate DFT results to underlying
2N and 3N interactions. Recently there has been consid-
erable progress in ab initio coupled cluster calculations
for medium mass nuclei [89]. Hagen et al. [90] have stud-
ied neutron rich calcium isotopes with large-scale coupled
cluster calculations that take advantage of recent com-
putational advances. These calculations provide a good
description of ground and low lying excited states for a
range of calcium isotopes [91].

The effects of 3N forces on the neutron density is sig-
nificant [92,93,94]. Therefore a measurement of R48

skin will
provide a very useful test of ab initio theory. Present theo-
retical uncertainties on the R48

skin prediction are large and
include contributions from truncating the chiral expan-
sion, the parameters of the 3N force, model space trun-
cations in many body calculations, and omitted terms in
the coupled cluster expansion. However the situation is
improving rapidly as uncertainty quantification for nu-
clear structure calculations is an important subject that
is receiving considerable attention [95,96]. For example,
More et al. have developed ways to minimize errors in cal-
culated radii from model space truncations [97]. We expect

Table 2. Parameters of the PREX (I and II) and CREX ex-
periments.

PREX CREX

Energy 1.0 GeV 2.2 GeV
Angle 5 degrees 4 degrees
APV 0.6 ppm 2 ppm
1st Ex. State 2.60 MeV 3.84 MeV
beam current 70 µA 150 µA
rate 1 GHz 100 MHz
run time 35 days 45 days
APV precision 9% (PREX-I) 3% (PREX-II) 2.4%
Error in RN 0.06 fm (PREX-II) 0.02 fm

accurate estimations from these ab initio calculations in
the near future.

Note that at this time we do not yet have accurate cal-
culations of R48

skin with and without three neutron forces.
We expect the skin to be sensitive to three neutron forces
because the pressure of neutron matter was shown to be
sensitive to three neutron forces and the neutron skin in
208Pb is strongly correlated with the pressure of neutron
matter. Therefore it is very important to perform these
three neutron force calculations for 48Ca.

If CREX agrees with the results of coupled cluster cal-
culations this provides a crucial test of ab initio nuclear
structure theory that increases confidence in a variety of
nuclear structure predictions and illuminates the role of
three-nucleon and in particular three neutron forces. This
is important for a variety of medium mass neutron rich
isotopes that are presently being studied with radioac-
tive beams. It may also be important for calculations of
double-beta decay matrix elements. (The isotope 48Ca is
the lightest nucleus that undergoes double-beta decay and
we expect microscopic calculations of double-beta decay
matrix elements to be available first for 48Ca.)

In contrast, if CREX disagrees with these microscopic
calculations, something is likely missing from present ab ini-
tio approaches. For example, the chiral expansion may not
converge as well as hoped because of large ∆ resonance
contributions. This would significantly impact all nuclear
structure theory.

5.3 CREX Experiment Configuration

The significant new apparatus elements for CREX are the
48Ca target and a new 4◦ septum magnet. The rest of the
apparatus is standard equipment and the methods of sec-
tion 3 are applied. The experiment is designed for 150 µA
and a 2.2 GeV beam energy, which is a natural beam en-
ergy at Jefferson Lab (2-passes through the accelerator).
At this energy, the figure-of-merit, which is the total error
in Rn including systematic error, optimizes at a scattering
angle of 4◦, see fig 6. Table 2 highlights the experimental
configuration and goals of PREX and CREX.

The calcium target will be a 1 gm/cm2 isotopically
pure 48Ca target housed in a vacuum chamber with thin
entrance and exit windows. Electrons that scatter from

208Pb 48Ca

208Pb: Large nucleus ⇒ nuclear matter
48Ca: Microscopic calculation tractable
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In studies of nuclear structure,  lead-208
is special. It has a whopping 44 more
neutrons than protons, but unlike most

other  neutron- rich isotopes, it’s stable and
doubly  magic— both its proton and neu-
tron numbers, 82 and 126 respectively,
correspond to full nuclear energy shells.
Each nucleon type thus forms a sphere of
nearly constant density.

The radius Rp of the proton distribu-
tion in an atomic nucleus is straightfor-
ward to measure using electron sca!er-
ing. But because neutrons lack electric
charge, an atom’s  neutron- distribution 
radius Rn is much trickier to probe. Mod-
els indicate that the extra neutrons in
208Pb extend beyond Rp, and the difference
between the two  radii— the  neutron- skin
 thickness— depends on just how hard the
extra neutrons push back against being
crammed in tightly among the protons.

The Lead Radius Experiment (PREX)
at the Thomas Jefferson National Accel-
erator Facility in Newport News, Virginia,
was designed to directly measure the
neutron-skin thickness of 208Pb. The col-
laboration’s first analysis,1 published in
2012, found Rn – Rp = 0.33 +0.16⁄−0.18 fm. That
result was twice the 0.15–0.18 fm range
that was generally expected. But the mea-
surement’s large error bars le$ room for
doubt.

Now the researchers have reduced
the measurement uncertainty by more
than half. The new result, Rn – Rp =
0.283 ± 0.071 fm, corroborates the re-
searchers’ initial finding of a thick neu-
tron skin and challenges existing models
of  neutron- rich ma!er.2

Skewed scattering
Studying the distribution of neutrons in
a nucleus requires a probe that is sensi-
tive to the neutral particles. Earlier ex-
periments used hadrons, such as pions
and protons, that interact with neutrons
through the same strong force that holds
nuclei together. But those sca!ering

events typically involved multiple inter-
actions between the probe and the target,
and the resulting  neutron- skin values
were therefore highly model dependent.

PREX’s measurements rely on the
weak force’s contribution to  electron–
 nucleus sca!ering. The upside of using
electrons is that their interactions with
nuclei are easier to interpret because they
don’t interact through the strong nuclear
force. And weak sca!ering off nuclei is
dominated by neutron contributions be-
cause, compared with the proton, the neu-
tron couples to the weak force an order
of magnitude more strongly.

The challenge, however, is that elec-
trons sca!er off nuclei primarily through
their electromagnetic interaction with
protons. At the energies relevant for prob-
ing nuclear structure, electromagnetic-
sca!ering cross sections are about 1012

times as large as  weak- sca!ering ones.
To disentangle  neutron- dominated

weak scattering from the  proton-
 dominated electromagnetic contribution,
PREX took advantage of an asymmetry

in weak sca!ering that doesn’t affect
electromagnetic scattering. When an
electron sca!ers elastically off a neutron
by exchanging a  weak- force- mediating
Z0 boson, the exchange depends on
chirality. All other things being equal,
 right- handed  electrons— those whose
spins are aligned with their direction of
 motion— sca!er off Pb nuclei more o$en
than  le$- handed ones whose spins are
antialigned. Data collection therefore en-
tailed flipping the polarization of an in-
cident electron beam and measuring the
slight difference in the number of scat-
tered electrons over millions of cycles.

PREX conducted both of its runs in
Jefferson Lab’s Hall A, shown in figure 1.
The facility’s  high- resolution spectrome-
ter was critical for isolating the elastically
sca!ered 1 GeV electrons, which leave the
nucleus in its ground state, from inelas-
tically sca!ered ones that excite it. In the
PREX setup, the energy difference can be
as small as 3 MeV. A magnetic field in the
spectrometer sorts the electrons by en-
ergy, and that tiny energy difference man-

A precise measurement of
the nucleons’ radial extent
constrains models of dense
nuclear matter.

SEARCH & DISCOVERY

FIGURE 1. THE SPECTROMETERS in the Thomas Jefferson National Accelerator Facility’s
Hall A were critical for the Lead Radius Experiment. The high energy resolution of the  five-
 story- tall devices enabled the researchers to isolate electrons that scattered elastically 
off Pb nuclei from those that scattered inelastically. (Courtesy of Jefferson Lab.)

 Lead-208 nuclei have thick skins
HRS-L HRS-R

Electron beam
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Precision is the key!
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If we can measure the (small!) 
parity violating asymmetry itself 
to about 3%, then we should be 
able to determine the skin 
thickness with an uncertainty 
near 0.07 fm.
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Adhikari, et al, Phys.Rev.Lett 126(2021)172502

six beam position monitors measured the transverse coor-
dinates at locations of varying energy dispersion. The
correction was calculated using a regression analysis over
all measured coordinates, constrained to be consistent with
the dedicated modulation data, thus optimizing precision
while accounting for instrumental correlated noise and
resolution. The corrections were consistent throughout the
dataset, and for the grand average, with the alternative (but
less precise) methods based on only regression or direct
modulation-calibrated sensitivities.
The asymmetry data are free from any unanticipated bias

as can be seen in Fig. 1, which shows the distribution after
beam corrections of the sequence asymmetry for data
collected with 240 Hz flip rate and 70 μA beam current
(≈62% of the statistics). The remarkably high level of
agreement between the data and the normal distribution fit
over five orders of magnitude is achieved without the
application of a single helicity-correlated data quality cut
on any measured parameter.
The cumulative beam asymmetry correction was

−60.4! 3.0 ppb, where the systematic uncertainty results
from assuming a 3% uncorrelated uncertainty in the
correction from each of the five beam parameters, con-
sistent with cross-checks among various regression and
beam-modulation analyses.
The beam-corrected asymmetry data are dominated by

statistical fluctuations around a single mean, as demon-
strated in Fig. 2. This plot shows the deviations from the
grand average asymmetry for all 5084 ≈5-minute data
segments, with each entry normalized to its own statistical
uncertainty of ≈1 ppm. The data describe a normal
distribution with unit variance and zero mean, as expected.

The beam-corrected asymmetry Acorr must be further
corrected for the beam polarization (Pb), and the
background dilutions (fi) and asymmetries (Ai) to obtain
Ameas
PV :

Ameas
PV ¼ 1

Pb

Acorr − Pb
P

iAifi
1 −

P
ifi

: ð2Þ

The degree of longitudinal polarization Pb of the
electron beam was maximized at the beginning of data
taking using the injector Mott polarimeter [35]. It was
periodically measured just in front of the target using a
Møller polarimeter [32,36] in dedicated low current runs
that were interspersed throughout the data taking period.
The average beam polarization result was ð89.7! 0.8Þ%.
The determination of the polarimeter target foil polarization
was the largest contribution to the uncertainty (0.6%).
The main background corrections are also listed in

Table I. The largest dilution (fC ¼ 6.3! 0.5%) was due
to the diamond foils, though the correction was small: APV
for 12C and 208Pb are numerically similar. The effect of a
tiny amount of scattering from magnetized pole tips in the
spectrometer was found to be negligible. A 0.26 ppb
systematic uncertainty accounted for a possible imperfect
cancellation from a residual transverse electron beam
polarization component; no correction was applied.
The linear response of the integrated detector signal was

demonstrated to be better than 0.5% in a bench test using a
calibration system with multiple light sources. The linearity
of the detector response was also monitored throughout the
data taking period by comparison with BCMmeasurements
of beam current fluctuations. The resulting systematic
uncertainty was 2.7 ppb; no correction was applied.

0.3− 0.2− 0.1− 0 0.1 0.2 0.3
sequence asymmetry [%]
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Data

Gaussian fit
 = 93 ppmσ

FIG. 1. Distribution of 30 million asymmetries measured over
1=30 s sequences formed with 240 Hz helicity flips. Only data
taken with a beam current near to 70 μA is included.
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FIG. 2. Distribution of normalized deviations from the average
(blue) for ≈5-minute asymmetry datasets after beam corrections,
compared to a Gaussian fit (red).
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As a final sensitive test for unknown systematic effects,
the data were separated into four time periods depending on
the sign of the HWP and double-Wien states. The results
are statistically consistent, as summarized in Table II. The
χ2 for averaging over the slugs in each configuration
is shown.
For a direct comparison of the measurement to theoreti-

cal predictions one must convolve the predicted asymmetry
variation with the acceptance of the spectrometers:

hAPVi ¼
R
dθ sin θAðθÞ dσ

dΩ ϵðθÞR
dθ sin θ dσ

dΩ ϵðθÞ
; ð3Þ

where dσ=dΩ is the differential cross section and AðθÞ is
the modeled parity violating asymmetry as a function of
scattering angle. The acceptance function ϵðθÞ is defined as
the relative probability for an elastically scattered electron
to make it to the detector [37]. The systematic uncertainty
in ϵðθÞ was determined using a simulation that took into
account initial and final state radiation and multiple
scattering.
Our final results for Ameas

PV and FW with the acceptance
described by ϵðθÞ and hQ2i ¼ 0.00616 GeV2 are

Ameas
PV ¼ 550$ 16 ðstatÞ $ 8 ðsystÞ ppb

FWðhQ2iÞ ¼ 0.368$ 0.013 ðexpÞ $ 0.001 ðtheoÞ;

where the experimental uncertainty in FW includes both
statistical and systematic contributions.

The correlation between APV and the 208Pb weak radius
RW is obtained by plotting the predictions for these two
quantities from a sampling of theoretical calculations
[8,40–45], as shown in Fig. 3, along with the green band
highlighting Ameas

PV and its 1-σ experimental uncertainty.
Single nucleon weak form factors are folded with point

nucleon radial densities to arrive at the weak density
distribution ρWðrÞ, usingQW ¼ −117.9$ 0.3which incor-
porates one-loop radiative corrections including γ-Z box
contributions [47–50] as an overall constraint. The corre-
lation slope in Fig. 3 is determined by fitting ρWðrÞ as a
two-parameter Fermi function over a large variety of
relativistic and nonrelativistic density functional models,
determining for each model a size consistent with RW and a
surface thickness a. This also determines the small model
uncertainty, shown in Fig. 3 (dashed red lines), correspond-
ing to the range of a [24,37,51].
Projecting to the model correlation to determine the

weak radius or alternatively the neutron skin (left and right
vertical axes, respectively), the PREX-2 results are

RW ¼ 5.795$ 0.082ðexpÞ $ 0.013ðtheoÞ fm
Rn − Rp ¼ 0.278$ 0.078ðexpÞ $ 0.012ðtheoÞ fm.

The normalization constant in the Fermi-function form
of ρWðrÞ used to extract RW is a measure of the 208Pb
interior weak density [37]:

ρ0W ¼ −0.0798$ 0.0038 ðexpÞ $ 0.0013 ðtheoÞ fm−3:

Combined with the well-measured interior charge density,
the interior baryon density determined solely from the
PREX-2 data is ρ0b ¼ 0.1482$ 0.0040 fm−3 (combining
experimental and theoretical uncertainties).
This result is consistent with the results from the PREX-1

measurement, which found Rn − Rp ¼ 0.30$ 0.18 fm
[52]. Table III summarizes nuclear properties of 208Pb from
the combined PREX-1 and PREX-2 results, including a 4σ
determination of the neutron skin.
Exploiting the strong correlation betweenRn − Rp and the

density dependence of the symmetry energy L, the PREX
result implies a stiff symmetry energy (L ¼ 106$ 37 MeV
[53]), with important implications for critical neutron star
observables. Figure 4 shows the inferred radial dependence

TABLE II. Ameas
PV for different HWP-Wien state combinations.

HWP/Wien Acorr sign Ameas
PV [ppb] χ2 #slugs

IN/Left − 540.7$ 29.9 46.9 27
OUT/Left þ 598.8$ 29.1 31.6 29
IN/Right þ 506.2$ 34.1 18.3 19
OUT/Right − 536.4$ 37.7 16.0 21

Big AppleSIII

FSUgold

IUFSU

NL3

SLY4

TAMUa

TAMUb
TAMUc

PREX-2

 = 5.503 fm
ch

charge radius R

Pb208

5.4

5.5

5.6

5.7

5.8

5.9

6

6.1

 [ 
fm

 ]
W

w
ea

k 
ra

di
us

 R

520 540 560 580 600 620
 [ ppb ]

PV
PV asymmetry A

0

0.1

0.2

0.3

0.4

0.5

 [ 
fm

 ]
p

-R n
ne

ut
ro

n 
sk

in
 R

FIG. 3. Extraction of the weak radius (left vertical axis) or
neutron skin (right vertical axis) for the 208Pb nucleus. Rch [46] is
shown for comparison.

TABLE III. PREX-1 and -2 combined experimental results for
208Pb. Uncertainties include both experimental and theoretical
contributions.

208Pb Parameter Value

Weak radius (RW) 5.800$ 0.075 fm
Interior weak density (ρ0W) −0.0796 $ 0.0038 fm−3
Interior baryon density (ρ0b) 0.1480$ 0.0038 fm−3
Neutron skin (Rn − Rp) 0.283$ 0.071 fm
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As a final sensitive test for unknown systematic effects,
the data were separated into four time periods depending on
the sign of the HWP and double-Wien states. The results
are statistically consistent, as summarized in Table II. The
χ2 for averaging over the slugs in each configuration
is shown.
For a direct comparison of the measurement to theoreti-

cal predictions one must convolve the predicted asymmetry
variation with the acceptance of the spectrometers:

hAPVi ¼
R
dθ sin θAðθÞ dσ

dΩ ϵðθÞR
dθ sin θ dσ

dΩ ϵðθÞ
; ð3Þ

where dσ=dΩ is the differential cross section and AðθÞ is
the modeled parity violating asymmetry as a function of
scattering angle. The acceptance function ϵðθÞ is defined as
the relative probability for an elastically scattered electron
to make it to the detector [37]. The systematic uncertainty
in ϵðθÞ was determined using a simulation that took into
account initial and final state radiation and multiple
scattering.
Our final results for Ameas

PV and FW with the acceptance
described by ϵðθÞ and hQ2i ¼ 0.00616 GeV2 are

Ameas
PV ¼ 550$ 16 ðstatÞ $ 8 ðsystÞ ppb

FWðhQ2iÞ ¼ 0.368$ 0.013 ðexpÞ $ 0.001 ðtheoÞ;

where the experimental uncertainty in FW includes both
statistical and systematic contributions.

The correlation between APV and the 208Pb weak radius
RW is obtained by plotting the predictions for these two
quantities from a sampling of theoretical calculations
[8,40–45], as shown in Fig. 3, along with the green band
highlighting Ameas

PV and its 1-σ experimental uncertainty.
Single nucleon weak form factors are folded with point

nucleon radial densities to arrive at the weak density
distribution ρWðrÞ, usingQW ¼ −117.9$ 0.3which incor-
porates one-loop radiative corrections including γ-Z box
contributions [47–50] as an overall constraint. The corre-
lation slope in Fig. 3 is determined by fitting ρWðrÞ as a
two-parameter Fermi function over a large variety of
relativistic and nonrelativistic density functional models,
determining for each model a size consistent with RW and a
surface thickness a. This also determines the small model
uncertainty, shown in Fig. 3 (dashed red lines), correspond-
ing to the range of a [24,37,51].
Projecting to the model correlation to determine the

weak radius or alternatively the neutron skin (left and right
vertical axes, respectively), the PREX-2 results are

RW ¼ 5.795$ 0.082ðexpÞ $ 0.013ðtheoÞ fm
Rn − Rp ¼ 0.278$ 0.078ðexpÞ $ 0.012ðtheoÞ fm.

The normalization constant in the Fermi-function form
of ρWðrÞ used to extract RW is a measure of the 208Pb
interior weak density [37]:

ρ0W ¼ −0.0798$ 0.0038 ðexpÞ $ 0.0013 ðtheoÞ fm−3:

Combined with the well-measured interior charge density,
the interior baryon density determined solely from the
PREX-2 data is ρ0b ¼ 0.1482$ 0.0040 fm−3 (combining
experimental and theoretical uncertainties).
This result is consistent with the results from the PREX-1

measurement, which found Rn − Rp ¼ 0.30$ 0.18 fm
[52]. Table III summarizes nuclear properties of 208Pb from
the combined PREX-1 and PREX-2 results, including a 4σ
determination of the neutron skin.
Exploiting the strong correlation betweenRn − Rp and the

density dependence of the symmetry energy L, the PREX
result implies a stiff symmetry energy (L ¼ 106$ 37 MeV
[53]), with important implications for critical neutron star
observables. Figure 4 shows the inferred radial dependence

TABLE II. Ameas
PV for different HWP-Wien state combinations.

HWP/Wien Acorr sign Ameas
PV [ppb] χ2 #slugs

IN/Left − 540.7$ 29.9 46.9 27
OUT/Left þ 598.8$ 29.1 31.6 29
IN/Right þ 506.2$ 34.1 18.3 19
OUT/Right − 536.4$ 37.7 16.0 21
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FIG. 3. Extraction of the weak radius (left vertical axis) or
neutron skin (right vertical axis) for the 208Pb nucleus. Rch [46] is
shown for comparison.

TABLE III. PREX-1 and -2 combined experimental results for
208Pb. Uncertainties include both experimental and theoretical
contributions.

208Pb Parameter Value

Weak radius (RW) 5.800$ 0.075 fm
Interior weak density (ρ0W) −0.0796 $ 0.0038 fm−3
Interior baryon density (ρ0b) 0.1480$ 0.0038 fm−3
Neutron skin (Rn − Rp) 0.283$ 0.071 fm
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FIG. 3. Extraction of the weak radius (left vertical axis) or
neutron skin (right vertical axis) for the 208Pb nucleus. Rch [46] is
shown for comparison.

TABLE III. PREX-1 and -2 combined experimental results for
208Pb. Uncertainties include both experimental and theoretical
contributions.

208Pb Parameter Value

Weak radius (RW) 5.800$ 0.075 fm
Interior weak density (ρ0W) −0.0796 $ 0.0038 fm−3
Interior baryon density (ρ0b) 0.1480$ 0.0038 fm−3
Neutron skin (Rn − Rp) 0.283$ 0.071 fm

PHYSICAL REVIEW LETTERS 126, 172502 (2021)

172502-5



Yale Physics Club 1 Nov 2021

PREX Media Attention

20

term (L) dictates how rapidly the symmetry energy
increases with density. It is the slope of the symmetry
energy L that displays a strong correlation to the neutron
skin thickness of 208Pb. Given that symmetric nuclear
matter saturates, namely, its pressure vanishes at saturation,
the slope of the symmetry energy L is closely related to
the pressure of pure neutron matter at saturation density.
That is,

PPNMðρ0Þ ≈
1

3
Lρ0: ð4Þ

To assess the impact of the combined PREX–PREX-2
measurements (henceforth referred simply as “PREX-2”)—
we provide predictions for several observables using a set
of 16 covariant energy density functionals. These are
FSUGold2 [9] together with a set of eight systematically
varied interactions—FSUGold2–L047, L050, L054, L058,
L069, L076, L090, L100—with identical isoscalar proper-
ties as FSUGold2, but with isovector properties defined by
the associated value of the slope of the symmetry energy L.
For example, FSUGold2=FSUGold2–L113 predicts a slope
of the symmetry energy of L ¼ 113 MeV. Another set of
accurately calibrated density functionals is given by
RMF012, RMF016, RMF022, and RMF032 [10], where
now the labels are associated to the predicted value of R208

skin.
For example, RMF032 predicts a neutron skin thickness
of R208

skin ¼ 0.32 fm. Finally, TFa, TFb, and TFc, with
R208
skin ¼ 0.25; 0.30, and 0.33 fm, respectively, were created

to test whether the large central value of R208
skin ¼ 0.33 fm

originally reported by the PREX collaboration [1] was
incompatible with other laboratory experiments and/or
astrophysical observations [11]. We found, then, that there
was no compelling reason to rule out models with large
neutron skins.
From the compilation of all these 16 models one obtains

for the binding energy per nucleon and the charge radius
of 208Pb the following values: B=A ¼ 7.88$ 0.01 MeV
and Rch ¼ 5.51$ 0.01 fm, which compare well against
the experimental values of B=A ¼ 7.87 MeV and Rch ¼
5.50 fm, respectively. A detailed description of the fitting
protocol—including an explanation of the model and the
observables used in the calibration procedure—may be
found in Refs. [9–11]. Moreover we underscore that the
models considered here span a wide range of values for
both the neutron skin thickness of 208Pb and the associated
slope of the symmetry energy. Indeed, the range of adopted
values is almost as wide as the one used in the multimodel
analysis of the sensitivity of the symmetry energy to the
electric dipole polarizability and weak-charge form factor
of both 48Ca and 208Pb [12,13].
The strong correlation between L and R208

skin in the context
of the new PREX-2 measurement is illustrated in Fig. 1.
The left-hand panel displays the well-known correlation
between the slope of the symmetry energy at saturation

density and the neutron-skin thickness of 208Pb. Also
shown in Fig. 1(a) is the even stronger correlation between
Rskin and the slope of the symmetry energy at the slightly
lower density of ρ̃0 ¼ ð2=3Þρ0 ≈ 0.1 fm−3 [5,14–18]. At
such a lower density, which represents an average value
between the central and surface densities, the symmetry
energy is well constrained by the binding energy of heavy
nuclei with a significant neutron excess. Relying on the
strong Rskin − L correlation together with the improved
PREX-2 limit, one obtains the Gaussian probability dis-
tribution for L displayed in Fig. 1(b). Using the same
analysis on both J and L̃—the latter representing the slope
of the symmetry energy at ρ̃0—we derive the following
limits:

J ¼ ð38.1$ 4.7Þ MeV; ð5aÞ

L ¼ ð106$ 37Þ MeV; ð5bÞ

L̃ ¼ ð71.5$ 22.6Þ MeV: ð5cÞ

As indicated in Fig. 1(b), these limits are systematically
larger than those obtained using either purely theoretical
approaches or extracted from a theoretical interpretation
of experimental data [14,19–25]. We underscore that the
models used in this Letter represent a particular class of
relativistic EDFs.
We note that theoretical interpretations of elastic

nucleon-nucleus scattering cross sections together with
quasielastic reactions to isobaric analog states obtained
limits on L that are consistent with our findings [26]. The
PREX-2 result is also considerably larger—and in many
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FIG. 1. Left: slope of the symmetry energy at nuclear
saturation density ρ0 (blue upper line) and at ð2=3Þρ0 (green
lower line) as a function of R208

skin. The numbers next to the lines
denote values for the correlation coefficients. Right: Gaussian
probability distribution for the slope of the symmetry energy
L ¼ Lðρ0Þ inferred by combining the linear correlation in the
left figure with the recently reported PREX-2 limit. The six
error bars are constraints on L obtained by using different
theoretical approaches [14,19–25].
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In studies of nuclear structure,  lead-208
is special. It has a whopping 44 more
neutrons than protons, but unlike most

other  neutron- rich isotopes, it’s stable and
doubly  magic— both its proton and neu-
tron numbers, 82 and 126 respectively,
correspond to full nuclear energy shells.
Each nucleon type thus forms a sphere of
nearly constant density.

The radius Rp of the proton distribu-
tion in an atomic nucleus is straightfor-
ward to measure using electron sca!er-
ing. But because neutrons lack electric
charge, an atom’s  neutron- distribution 
radius Rn is much trickier to probe. Mod-
els indicate that the extra neutrons in
208Pb extend beyond Rp, and the difference
between the two  radii— the  neutron- skin
 thickness— depends on just how hard the
extra neutrons push back against being
crammed in tightly among the protons.

The Lead Radius Experiment (PREX)
at the Thomas Jefferson National Accel-
erator Facility in Newport News, Virginia,
was designed to directly measure the
neutron-skin thickness of 208Pb. The col-
laboration’s first analysis,1 published in
2012, found Rn – Rp = 0.33 +0.16⁄−0.18 fm. That
result was twice the 0.15–0.18 fm range
that was generally expected. But the mea-
surement’s large error bars le$ room for
doubt.

Now the researchers have reduced
the measurement uncertainty by more
than half. The new result, Rn – Rp =
0.283 ± 0.071 fm, corroborates the re-
searchers’ initial finding of a thick neu-
tron skin and challenges existing models
of  neutron- rich ma!er.2

Skewed scattering
Studying the distribution of neutrons in
a nucleus requires a probe that is sensi-
tive to the neutral particles. Earlier ex-
periments used hadrons, such as pions
and protons, that interact with neutrons
through the same strong force that holds
nuclei together. But those sca!ering

events typically involved multiple inter-
actions between the probe and the target,
and the resulting  neutron- skin values
were therefore highly model dependent.

PREX’s measurements rely on the
weak force’s contribution to  electron–
 nucleus sca!ering. The upside of using
electrons is that their interactions with
nuclei are easier to interpret because they
don’t interact through the strong nuclear
force. And weak sca!ering off nuclei is
dominated by neutron contributions be-
cause, compared with the proton, the neu-
tron couples to the weak force an order
of magnitude more strongly.

The challenge, however, is that elec-
trons sca!er off nuclei primarily through
their electromagnetic interaction with
protons. At the energies relevant for prob-
ing nuclear structure, electromagnetic-
sca!ering cross sections are about 1012

times as large as  weak- sca!ering ones.
To disentangle  neutron- dominated

weak scattering from the  proton-
 dominated electromagnetic contribution,
PREX took advantage of an asymmetry

in weak sca!ering that doesn’t affect
electromagnetic scattering. When an
electron sca!ers elastically off a neutron
by exchanging a  weak- force- mediating
Z0 boson, the exchange depends on
chirality. All other things being equal,
 right- handed  electrons— those whose
spins are aligned with their direction of
 motion— sca!er off Pb nuclei more o$en
than  le$- handed ones whose spins are
antialigned. Data collection therefore en-
tailed flipping the polarization of an in-
cident electron beam and measuring the
slight difference in the number of scat-
tered electrons over millions of cycles.

PREX conducted both of its runs in
Jefferson Lab’s Hall A, shown in figure 1.
The facility’s  high- resolution spectrome-
ter was critical for isolating the elastically
sca!ered 1 GeV electrons, which leave the
nucleus in its ground state, from inelas-
tically sca!ered ones that excite it. In the
PREX setup, the energy difference can be
as small as 3 MeV. A magnetic field in the
spectrometer sorts the electrons by en-
ergy, and that tiny energy difference man-

A precise measurement of
the nucleons’ radial extent
constrains models of dense
nuclear matter.

SEARCH & DISCOVERY

FIGURE 1. THE SPECTROMETERS in the Thomas Jefferson National Accelerator Facility’s
Hall A were critical for the Lead Radius Experiment. The high energy resolution of the  five-
 story- tall devices enabled the researchers to isolate electrons that scattered elastically 
off Pb nuclei from those that scattered inelastically. (Courtesy of Jefferson Lab.)
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ifests as a spatial separation of about 5 cm
at the top of the  five- story- tall device.

The first PREX run in 2010 was suc-
cessful enough to yield a measurement,
but it also uncovered some unexpected
experimental challenges. The researchers
discovered, for example, that over the
course of a few days, the incident elec-
tron beam degraded the Pb target. Al-
though the so! metal was cooled to 20 K,
it still melted and deformed under the
beam’s bombardment. Small nonunifor-
mities in the target thickness vary the
scattering rate, and over the course of
the experiment they eventually generated
enough noise to swamp the tiny  weak-
 sca"ering signal.

The PREX researchers found that they
could significantly reduce the sensitivity
to  target- thickness variations by synchro-
nizing the  sca"ering- rate measurements
with the  back- and- forth motion of the
beam as it sampled different areas on the
target. That technique was used for their
second run in 2019, and they made extra
targets so each one could be switched out
as soon as it showed signs of degradation.
Those improvements proved crucial for
gathering enough data, plo"ed in figure 2,
to precisely measure Rn.

Ad astra
The size of the neutron sphere in 208Pb is
set by a balance between surface tension,
which favors a compact configuration,
and symmetry pressure, an outward push
caused by having more neutrons than
protons. The competition between those
forces is captured in the nuclear equation
of state, which relates the density of nu-
clear ma"er to the outward pressure it
generates.

Physicists studying atomic nuclei aren’t
the only ones interested in pinning down
the equation of state for  neutron- rich
ma"er. “That’s the holy grail of nuclear
astrophysics,” says Krishna Kumar, a pro-
fessor at the University of Massachuse"s
Amherst and a member of the PREX col-
laboration. The equation is also impor-
tant for describing neutron stars because
the same symmetry pressure that deter-
mines Rn in a nucleus also supports the
stars against collapse. (For more about
the connection, see the article by Jorge
Piekarewicz and Farrukh Fattoyev,
PHYSICS TODAY, July 2019, page 30.)

Atomic nuclei have core nucleon den-
sities around 0.15 fm−3, whereas neutron
stars can reach several times that density;

they constitute the densest stable ma"er
in the universe. Theoretical descriptions
of  neutron- rich ma"er connect the dis-
parately sized systems by predicting how
symmetry pressure changes with density.
Although the descriptions are consistent
with all  well- understood observables,
they accommodate a range of  neutron- skin
thicknesses and neutron star properties.

The new PREX result further con-
strains theoretical models, and “there are
relatively few models that would be com-
fortable describing a 0.28- femtometer
neutron skin with all the other data they
have,” says Kent Paschke, a professor at
the University of Virginia and a member
of the PREX collaboration. Such a thick
neutron skin would indicate a strong
symmetry pressure, so a neutron star of
a given mass would be larger and less
dense than many predictions.3 It also
suggests that neutron stars might con-
tain a higher fraction of protons than
previously thought, which could trigger
an enhanced cooling process at  smaller-
 than- expected stellar masses.

NASA’s Neutron Star Interior Com-
position Explorer (NICER), an  x- ray spec-
trometer mounted on the International
Space Station, is measuring the masses
and radii of the dense structures.4 So far,
the NICER data are consistent with a 208Pb
neutron-skin thickness of up to about

0.31 fm, although they would also have
been consistent with a thinner skin in the
predicted range. Together, the NICER
and PREX data sets rule out a handful of
models.

 Gravitational- wave data throw a
wrench in the machinery. Observations
by the LIGO (Laser Interferometer
 Gravitational- Wave Observatory) and
Virgo collaborations of a merging binary
neutron star system yielded a measure-
ment of the stars’ tidal deformability, a
parameter that describes how much each
one could be stretched by the other’s
gravitational pull.5 That measurement
points to a decidedly smaller  neutron-
 skin thickness that would lie more than
one standard deviation below the PREX
measurement.

The disagreement, though, doesn’t cast
doubt on PREX’s measurement of the
 neutron- skin thickness. “The power of
our technique is the cleanliness of the in-
terpretation and the fact that we are sta-
tistics limited,” says Kumar. Detection of
a few more neutron star mergers would
help clarify whether the discrepancy is
real. If it is, “then you start to question all
kinds of assumptions about how you go
from  neutron- skin to neutron star ob-
servables,” says Paschke.

Existing theories suggest that the
properties of dense nuclear ma"er can 
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FIGURE 2. A  LEAD-208 NUCLEUS has nearly constant interior densities of protons (ρp)
and neutrons (ρn). The nuclide has 44 more neutrons than protons, and because the 
additional neutrons push back against being squeezed in with the protons, the neutron
distribution extends beyond that of the proton one. The difference between the two radial
extents is the neutron-skin thickness. Its measured value of Rn – Rp = 0.283 ± 0.071 fm is
larger than the 0.15–0.18 fm that most researchers expected. (Adapted from ref. 2.)

Nuclear matter calculations 
generally predicted a smaller 
value for the “pressure” L.

https://physics.aps.org/articles/v14/58
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APV = 2658.6 ± 113.2 ppb (4.3%)

Points are a collection of Relativistic and 
Non-Relativistic DFT calculations

Compare to predictions of 
microscopic calculations?

eg G. Hagen et al,  Nature 
Physics 12 (2016) 186


First need to sort out some 
issues, including a strong 
“weak spin orbit” effect that 
mainly effects 48Ca

eg Horowitz and Piekarewicz, 
Phys Rev C86(2012)045503

208Pb

48Ca
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High Precision Necessary

Pe = 87.09 ± 0.44%

1 Spring 
Right (In/Out)

2 Spring 
Left (In/Out)

3 Summer 
Right (In/Out)

± 0.5%

Two Approaches: Moller and Compton
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Standard Model 
gives the weak 
neutral couplings 
to high precision.


But is there a hint 
of “new physics” 
in the LEP1/SLC 
discrepancy?

➥ Want to look for new bosons at high masses!

14 10. Electroweak Model and Constraints on New Physics
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Figure 10.2: Scale dependence of the weak mixing angle defined in the MS scheme [35,74] (for the
scale dependence in a mass-dependent renormalization scheme, see Ref. [73]). The minimum of the
curve corresponds to µ = MW , below which we switch to an e�ective theory with the W

± bosons
integrated out, and where the —-function for ‚s 2(µ) changes sign. At MW and each fermion mass
there are also discontinuities arising from scheme dependent matching terms, which are necessary to
ensure that the various e�ective field theories within a given loop order describe the same physics.
However, in the MS scheme these are very small numerically and barely visible in the figure provided
one decouples quarks at µ = ‚mq( ‚mq). The width of the curve exceeds the theory uncertainty from
strong interaction e�ects which at low energies is at the level of ±2 ◊ 10≠5 [35]. The Tevatron and
LHC measurements are strongly dominated by invariant masses of the final-state di-lepton pair of
O(MZ) and can thus be considered as additional Z pole data points. For clarity we displayed the
Tevatron and LHC points horizontally to the left and right, respectively.

E.g., QW (133
78Cs) is extracted by measuring experimentally the ratio of the parity violating

amplitude, EPNC, to the Stark vector transition polarizability, —, and by calculating theoretically
EPNC in terms of QW . One can then write,

QW (133
78Cs) = N

3 Im EPNC
—

4

exp.

3
|e| aB

Im EPNC

QW

N

4

th.

A
—

a
3
B

B

exp.+th.

A
a

2
B

|e|

B

, (10.33)

where aB is the Bohr radius. There are currently two semi-empirical approaches to — of similar pre-
cision. The ratio of the o�-diagonal hyperfine amplitude to the vector polarizability was measured
directly by the Boulder group [167]. Combined with the hyperfine amplitude, computed precisely
in Ref. [168], one finds — = (26.957 ± 0.044 exp. ± 0.027 th.) a

3
B

. Alternatively, one can combine [169]
the measurement of the ratio of scalar to vector transition polarizabilities [170] with the recent
calculation of the scalar polarizability [171] to obtain — = (27.139 ± 0.030 exp. ± 0.030 th.) a

3
B

, in
agreement with earlier results [172, 173] based on this approach. The two determinations average
to — = (27.064 ± 0.025 exp. ± 0.021 th.) a

3
B

, while they di�er by 2.7 ‡.

27th August, 2020 2:40pm
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Measurement Of Lepton-Lepton Elastic Reaction
Parity Violation in Electron-Electron Elastic Scattering

3

electroweak theory prediction at tree level in terms of the weak mixing angle is Qe
W = 1�4 sin2 ✓W ; this is modified at

the 1-loop level [4–6] and becomes dependent on the energy scale at which the measurement is carried out, i.e. sin2 ✓W
“runs”. It increases by approximately 3% compared to its value at the scale of the Z0 boson mass, MZ ; this and other
radiative corrections reduce Qe

W to 0.0435, a ⇠ 42% change of its tree level value of ⇠ 0.075 (when evaluated at MZ).
The dominant e↵ect comes from the “� � Z mixing” diagrams depicted in Fig. 2 [5]. The prediction for APV for the
proposed experimental design is ⇡ 33 parts per billion (ppb) and the goal is to measure this quantity with an overall
precision of 0.7 ppb and thus achieve a 2.4% measurement of Qe

W . The reduction in the numerical value of Qe
W due

to radiative corrections leads to increased fractional accuracy in the determination of the weak mixing angle, ⇠ 0.1%,
matching the precision of the single best such determination from measurements of asymmetries in Z0 decays in the
e+e� colliders LEP and SLC. An important point to note is that, at the proposed level of measurement accuracy of
APV , the Standard Model (SM) prediction must be carried out with full treatment of one-loop radiative corrections
and leading two-loop corrections. The current error associated with radiative corrections for MOLLER is estimated
to be ⇠ 0.2 ppb, smaller than the expected 0.7 ppb overall precision. There is an ongoing e↵ort to investigate several
classes of diagrams beyond one-loop [31–33], and a plan has been formulated to evaluate the complete set of two-loop
corrections at MOLLER kinematics by 2016; such corrections are estimated to be already smaller than the MOLLER
statistical error. The existing work makes it clear that the theoretical uncertainties for the purely leptonic Møller PV
are well under control, and the planned future work will reinforce that conclusion.
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FIG. 1: Feynman diagrams for Møller scattering at tree level (reproduced from Ref. [5])
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FIG. 2: Significant 1-loop radiative corrections: � � Z mixing diagrams and W -loop contribution to the anapole moment
(reproduced from Ref. [5])

The proposed MOLLER measurement will make a precision (2.4% relative) measurement of a suppressed Standard
Model observable (Qe

W ⇠ 0.0435) resulting in sensitivity to new neutral current amplitudes as weak as ⇠ 10�3 · GF

from as yet undiscovered dynamics beyond the Standard Model. The fact that the proposed measurement provides
such a sensitive probe of TeV-scale dynamics beyond the SM (BSM) is a consequence of a very precise experimental
goal (⇠ 10�3 · GF ), the energy scale of the reaction (Q2 ⌧ M2

Z), and the ability within the electroweak theory to
provide quantitative predictions with negligible theoretical uncertainty. The proposed measurement is likely the only
practical way, using a purely leptonic scattering amplitude at Q2 ⌧ M2

Z , to make discoveries in important regions of
BSM space in the foreseeable future at any existing or planned facility worldwide.

The weak mixing angle sin2 ✓W has played a central role in the development and validation of the electroweak
theory, especially testing it at the quantum loop level, which has been the central focus of precision electroweak
physics over the past couple of decades. To develop the framework, one starts with three fundamental experimental
inputs characterizing, respectively, the strength of electroweak interactions, the scale of the weak interactions, and the
level of photon-Z0 boson mixing. The three fundamental inputs are chosen to be ↵ (from the Rydberg constant), GF

(from the muon lifetime) and MZ (from the LEP Z0 line-shape). Precise theoretical predictions for other experimental
observables at the quantum-loop level can be made if experimental constraints on the strong coupling constant and
heavy particle masses, such as mH and the top quark mass, mt, are also included.

Precision measurements of the derived parameters such as the W boson mass MW , and the weak mixing angle
sin2 ✓W are then used to test the theory at the level of electroweak radiative corrections. Consistency (or lack thereof)
of various precision measurements can then be used to search for indications of BSM physics. One important new
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The proposed MOLLER measurement will make a precision (2.4% relative) measurement of a suppressed Standard
Model observable (Qe

W ⇠ 0.0435) resulting in sensitivity to new neutral current amplitudes as weak as ⇠ 10�3 · GF

from as yet undiscovered dynamics beyond the Standard Model. The fact that the proposed measurement provides
such a sensitive probe of TeV-scale dynamics beyond the SM (BSM) is a consequence of a very precise experimental
goal (⇠ 10�3 · GF ), the energy scale of the reaction (Q2 ⌧ M2

Z), and the ability within the electroweak theory to
provide quantitative predictions with negligible theoretical uncertainty. The proposed measurement is likely the only
practical way, using a purely leptonic scattering amplitude at Q2 ⌧ M2

Z , to make discoveries in important regions of
BSM space in the foreseeable future at any existing or planned facility worldwide.

The weak mixing angle sin2 ✓W has played a central role in the development and validation of the electroweak
theory, especially testing it at the quantum loop level, which has been the central focus of precision electroweak
physics over the past couple of decades. To develop the framework, one starts with three fundamental experimental
inputs characterizing, respectively, the strength of electroweak interactions, the scale of the weak interactions, and the
level of photon-Z0 boson mixing. The three fundamental inputs are chosen to be ↵ (from the Rydberg constant), GF

(from the muon lifetime) and MZ (from the LEP Z0 line-shape). Precise theoretical predictions for other experimental
observables at the quantum-loop level can be made if experimental constraints on the strong coupling constant and
heavy particle masses, such as mH and the top quark mass, mt, are also included.

Precision measurements of the derived parameters such as the W boson mass MW , and the weak mixing angle
sin2 ✓W are then used to test the theory at the level of electroweak radiative corrections. Consistency (or lack thereof)
of various precision measurements can then be used to search for indications of BSM physics. One important new

➥ Look for deviations from the calculated result!
Asymmetry is 33 ppb. Precision goal is 2.4% (0.7 ppb)
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Weak Polarized Electron Scattering 41

important for nuclear structure. Furthermore, �R is important in astrophysics

to constrain neutron star radii. Finally, both PVES and APV can constrain the

weak charge of a nucleus.

6 PROBING NEW PHYSICS

PVES and related experiments can be used to search for evidence for new particles

or interactions beyond those of the SM, or conversely to set exclusion limits. For

example, new particles may modify the self-energies of the electroweak gauge

bosons, leading to observable shifts in fundamental parameters such as sin2
✓W .

This kind of e↵ect is described by what are known as “oblique parameters”, and

has been reviewed very recently in References (4, 9). But the new physics may

also generate new quantum-mechanical amplitudes. These and other phenomena

may be correlated in specific scenarios and their realizations in concrete models.

6.1 Beyond the SM Amplitudes and New Physics Scales

The NC Lagrangian in Equation 2 shows four-Fermi contact interactions normal-

ized with respect to the EW scale, v. In the presence of non-standard physics

there will be new contributions, so that e.g.,

g
eq

AV

2v2
ē�

µ
�

5
eq̄ �µq !


g

eq

AV

2v2
+

4⇡

(⇤eq

AV
)2

�
ē�

µ
�

5
eq̄ �µq , (62)

and similarly for the other interaction types. In particular, new contact in-

teractions are expected if leptons or quarks have a substructure and are com-

posed of more fundamental objects, bound together by a new interaction of non-

perturbative strength. Therefore, it has become conventional (127) to choose the

new coe�cients in 62 equal to 4⇡, and to parametrize the e↵ects of the new oper-

ators in terms of compositeness scales ⇤, but the resulting bounds can be rescaled

Standard Model    →     New Physics Added 

Higgs A New Scale!
5
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FIG. 4: sin2 ✓W vs mH . The yellow band is the world aver-
age. The black points are the two most precise measurements
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Z . The projected MOLLER error is shown in red.
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FIG. 5: The four best sin2 ✓W measurements and the pro-
jected error of the MOLLER proposal. The black band rep-
resents the theoretical prediction for mH = 126 GeV.

proposed MOLLER APV uncertainty.
Figure 5 shows the four best measurements of sin2 ✓W from studies of Z0 decays [35] and the projected uncertainty

from MOLLER APV . Also shown is the Standard Model prediction for mH = 126 GeV. The bottom two point are
the constraints from the most precise single determinations of sin2 ✓W : the left-right asymmetry in Z production at
SLC (Al(SLD)) and the forward-backward asymmetry in Z decays to b-quarks (A0,b

fb ). Each of the two measurements
taken independently implies very di↵erent BSM dynamics [36].

The proposed MOLLER APV measurement would achieve a sensitivity of �(sin2 ✓W ) = ±0.00028. That is the most
precise anticipated weak mixing angle measurement currently proposed over the next decade at low or high energy.
The most precise proposed weak charge measurement is the Mainz MESA P2 proton weak charge measurement with
anticipated precision �(sin2 ✓W ) = ±0.00034. Proposals for anti-neutrino scattering, both deep-inelastic [42] and
elastic [43], also fall short of the MOLLER projection. In particular, elastic anti-neutrino-electron scattering is the
best direct comparison to MOLLER as a purely leptonic low Q2 measurement. Reactor experiment projections have
fallen short of the proposed MOLLER goal. Matching MOLLER precision and accuracy likely would require beta-
beams or neutrino factories. Finally, the projected uncertainty from forward-backward asymmetries after 300 fb�1

integrated luminosity at the LHC is a systematics limited �(sin2 ✓W ) = ±0.00036, with the dominant error being from
parton distribution function (pdf) uncertainties [41].

A fairly general and model-independent way to quantify the energy scale of BSM high-energy dynamics (that
MOLLER is sensitive to) is to express the resulting new amplitudes at low energies in terms of contact interactions

(dimension-6 non-renormalizable operators) among leptons and quarks [37]. Specializing here to vector and axial-
vector interactions between electrons and/or positrons, the interaction Lagrangian is characterized by a mass scale
⇤ and coupling constants gij labeled by the chirality of the leptons. For the MOLLER APV measurement with
2.4% total uncertainty (and no additional theoretical uncertainty) the resulting sensitivity to new 4-electron contact
interaction amplitudes can be expressed as:

⇤p
|g2RR � g2LL|

=
1qp

2GF |�Qe
W |

' 246.22 GeVp
0.023Qe

W

= 7.5 TeV. (2)

For example, models of lepton compositeness are characterized by strong coupling dynamics. Taking
p

|g2RR � g2LL| =
2⇡ shows that mass scales as large as ⇤ = 47 TeV can be probed, far beyond the center of mass energies of any current
or planned high energy accelerator. This allows electron substructure to be studied down to the level of 4⇥ 10�21 m.

The MOLLER measurement is sensitive to Beyond the Standard Model (BSM) scenarios that predict observable
consequences at the LHC and those that might escape detection there. If the LHC observes an anomaly in the next
decade, then MOLLER will have the sensitivity to be part of a few select measurements that will provide important
constraints to choose among possible BSM scenarios to explain the anomaly. One example of such a scenario are new,
super-massive Z 0

bosons with masses in the multi-TeV range, as predicted in many BSM theories. The MOLLER
APV measurement would see a a statistically significant deviation in many models that predict Z 0 bosons in the

Depending on the 
new couplings, the 
MOLLER result will 
test for Higgs-like 
particles with mass 
up to ≈10 TeV 
(roughly 100×Higgs)
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FIG. 7: MOLLER Experiment Overview: Layout of the target, spectrometer and detectors.

Compton-scattered photon or electron measurements.
In order to achieve the necessary rate, the liquid hydrogen target is planned to be 150 cm long. This requires a

cryogenic target system capable of handling a heat load of ⇠ 5 kW from the beam. This would be the highest power
liquid hydrogen target constructed, but it would be based on successful experience with the operation of the Qweak
target which successfully operated up to 180 µA with a total power of 2.9 kW [29]. The final design of the MOLLER
target will make use of computational fluid dynamics (CFD), a key recent development which has been validated by
the successful operation of the Qweak target. From the physics point of view, the most important design consideration
is suppression of density fluctuations at the timescale of the helicity flip rate, which can ruin the statistical reach of the
flux integration technique. Preliminary estimates based on operational experience with the Qweak target [29] suggest
that density variation can be maintained at . 26 ppm at 1.92 kHz (compared to the expected counting statistics
width of ⇠ 83 ppm/pair at 75 µA), corresponding to accepatable 5% excess noise.

A precision collimation system carefully designed to minimize backgrounds will accept all Møller scattered
electrons in the polar angle range ⇥COM = 60� � 120� (corresponding to a lab polar scattering angle range of 5 mrad
< ✓lab < 17 mrad). The spectrometer system that focusses these scattered particles is designed to achieve two
goals: 100% azimuthal acceptance and the ability to focus the scattered Møller flux over a large fractional momentum
bite with adequate separation from backgrounds. These considerations have led to a unique solution involving two
back-to-back sets of toroidal coils, one of them of conventional geometry (albeit long and quite skinny) while the other
is of quite novel geometry. Due to the special nature of identical particle scattering, it is possible to achieve 100%
azimuthal acceptance in such a system by choosing an odd number of coils. The idea is to accept both forward and
backward (in center of mass angle) Møllers in each � bite. Since these are identical particles, those that are accepted in
one � bite also represent all the statistics available in the � bite that is diametrically opposed (180�+�), which is the
sector that is blocked due to the presence of a toroidal coil. An event with a forward angle scattered Møller electron
that azimuthally scatters into a blocked sector is detected via its backward angle scattered partner in the open sector
diametrically opposed, and vice versa. The focussing and separation of the scattered Møller electrons is challenging
due to their large scattered energy range E0

lab = 1.7 � 8.5 GeV and the need to separate them from the primary
background of elastic and inelastic electron-proton scattering. The solution is a combination of two toroidal magnets
which together act in a non-linear way on the charged particle trajectories. The first is a conventional toroid placed 6
m downstream of the target and the second, a novel “hybrid” toroid placed between 10 and 16 m downstream of the
target. Each of the two toroidal fields is constructed out of seven identical coils uniformly spaced in the azimuth. The
“hybrid” toroid has several novel features to provide the required field to focus the large range of electron scattering
angles and momenta. It has four current return paths, as shown in Fig. 8 and some novel bends that minimize the
field in certain critical regions. A preliminary engineering design of this hybrid toroid with realistic conductor, water

9

cooling circuits, coil carriers and support frame has been produced. The design for a single coil is shown in Fig. 9.
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100% azimuth “line current” near beamline
14-17 degree azimuthal fill for coil limbs

FIG. 8: Schematic of the hybrid toroid design concept.Coils Overview
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Coil Mass 186 kg

Carrier Mass 1039 kg

Centering Force 3000
1361

lbf
kgf

Current 384 A

Coil Voltage Drop <300 V

Conductor Length / coil 775 m

Number of Turns 76 “turns”

Cooling Circuits / Coil: 17 ”paths”

Water Flow / Coil: 39.72 lpm
10.5 gpm

Water Flow / Toroid: 278.03 lpm
73.4 gpm

Maximum Pressure: 16.7 atm
245.2 psi

Water Temp in / out 20 / 60 oC

Encapsulated coil shown with aluminum inserts. These inserts 
will be over-wrapped with the coil ground wrap and cured 
with the encapsulant

Coil cross section showing all 76 turns, 11 pancake 
shapes, and tentatively chosen conductor

With ½ of the encapsulant removed, you can see the out-of-plane 
bends on pancakes 3R, 2R, and 1BR.

Out-of-plane bends

FIG. 9: Preliminary engineering design of a single hybrid coil with part of the encapsulant removed to show the return paths
and out of plane bends.

The MOLLER apparatus consists of a number of detector systems: integrating (current mode) detectors, for
the asymmetry measurements of both signal and background, and beam and target monitoring, as well as tracking
(counting mode) detectors for spectrometer calibration, electron momentum distribution and background measure-
ments. An overview of the main detector systems is shown in Fig. 10. The toroidal spectrometer will focus the Møller
electrons ⇡ 28 m downstream of the target center onto a ring with a central radius of ⇡ 100 cm and a radial spread
of ⇡ 10 cm. The region between a radius of 60 to 110 cm will be populated by a series of detectors with radial
and azimuthal segmentation. These detectors will measure APV for Møller scattering and, equally important, will
also measure APV for the irreducible background processes of elastic and inelastic electron proton scattering. Detec-
tors at very forward angle will monitor window to window fluctuations in the scattered flux for diagnostic purposes.
Lead-glass detectors placed behind the main Møller ring detectors and shielding, combined with two planes of gas
electron multipliers (GEMs) will measure hadronic background dilutions and asymmetries. Finally, four planes of
GEM tracking detectors will be inserted periodically just upstream of the integrating detectors, at very low current,
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to track individual particles during calibration runs.

GEM GEM
GEM GEM

quartz 
assembly

pion detectors

luminosity
monitor

beam centerline

FIG. 10: Layout of the main integrating and tracking detectors. Predicted trajectories from elastically scattered electrons from
target protons (green) and target electrons (blue) are also shown.

The primary detectors are those labeled “quartz assembly” in Fig. 10. Each detector is currently planned to consist
of a piece of radiation hard fused silica (quartz) connected to a photomultiplier tube by a highly-reflective air-core
light guide. Prototype tests of detectors of this type have been done in a Mainz MAMI test beam with initial results
(> 25 photoelectrons per event, < 4% excess noise) that already exceed the MOLLER specifications. The focal plane
will be segmented both radially (into 6 segments) and azimuthally (into 28 segments, with the critical Møller radial
ring being more finely segmented into 84 segments) for a total of 224 total detector segments. Simulations of the
expected radial distribution of events at the focal plane are shown in Fig. 11. The planned radial segmentation is
indicated. It is selected so that the primary Møller measurement will occur in Ring R5, while the other rings will
allow the asymmetry of the backgrounds from elastic and inelastic electron-proton scattering to be simultaneously
measured.
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FIG. 11: Radial distribution of Møller (black), ep elastic (red), and ep inelastic electrons 28.5 m downstream of target. The
vertical black lines delineate the proposed radial segmentation into 6 rings (R1 thru R6). The principal APV measurement will
be carried out in ring R5.

The MOLLER experiment constitutes a fourth generation of parity-violation experiment at Je↵erson Lab. It will
benefit from the past experience and the trained user community while at the same time providing exciting challenges
to attract and educate the next generation of experimental nuclear physicists.

IV. CONCLUSIONS

The MOLLER experiment is designed to measure parity-violation in electron-electron scattering to unprecedented
precision using the 11 GeV electron beam in Hall A at JLab. The project represents a unique opportunity to probe
physics beyond the Standard Model, with a unique window to new physics at MeV and multi-TeV scales. The
specific measurement described here would be the most sensitive low energy measurement of a flavor-conserving
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2.4 Detectors

The MOLLER apparatus consists of a number of detector systems. A layout schematic of the main detector
systems is shown in Fig. 31. The main asymmetry measurements for the Møller signal as well as the elastic
and inelastic backgrounds will be performed by a large array of signal integrating (defined in Sec. 2.4.1)
detectors. This array of detectors is referred to as the main integrating detector, which is labeled as ”quartz
assembly” in Fig.31. Integrating mode detectors at very forward angle, including a set of luminosity detec-
tors, will monitor helicity window to window fluctuations associated with the primary beam and the target.
A set of tracking detectors, operating in counting mode, will be used for spectrometer calibration, elec-
tron momentum distribution and background measurements. Lead-glass detectors placed behind the main
Møller ring detectors and shielding, combined with two planes of gas electron multipliers (GEMs) will mea-
sure hadronic background dilutions and asymmetries. Finally, four planes of GEM tracking detectors will
be inserted periodically just upstream of the integrating detectors, at very low current, to track individual
particles during calibration runs.

The following subsections provide a brief overview of the various detector systems, including basic
criteria and design choices.

GEM GEM
GEM GEM

quartz 
assembly

pion detectors

luminosity
monitor

beam centerline

Figure 31: Layout of the main integrating and tracking detectors. Predicted trajectories from elastically
scattered electrons from target protons (green) and target electrons (blue) are also shown.

2.4.1 Main Integrating Electron Detectors

The toroidal spectrometer will distribute the scattered electrons selected by the collimation system ⇡ 28.5
m downstream of the target center in a region between a radius of 70 to 120 cm with respect to the beamline
axis (see Figs. 21 and 32). This region will be populated by a series of detectors with radial and azimuthal
segmentation, referred to as the main integrating detectors. Figure 32 shows the current arrangement of the
planned detector rings, numbered 1 through 6 with the Møller electrons focused onto ring 5, with a central
radius of ⇡ 100 cm and a radial spread of ⇡ 16 cm. The elastic e-p (electron-proton) events are distributed
mainly across rings 1 through 3 and then again with a sharp rise in ring 6. The inelastic e-p events peak in
ring 2 and have a very long but low rate tail extending through all rings. The main APV measurement will
be made from the Møller events in ring 5, but understanding the dilution from e-p events under the Møller
peak requires the proposed radial segmentation. Because the tail of all radiative electron-proton elastic and
inelastic processes results in an important systematic correction, the detector must be able to measure these
background electrons in several bins, so trends in yield and asymmetry can be compared to simulations.

The primary acceptance collimator is divided into seven sectors, evenly distributed around the azimuth,
covering exactly one-half of the azimuth as described in Sec. 2.3. Due to azimuthal defocusing in the mag-
nets the Møller electrons populate the full range of the azimuth at the detector plane. However, as can be
seen in Fig. 21 (left), the electron rate is highly non-uniform within a ring and mostly still focused on the

Møller

ep
Overview of SU Design 

Donut made up of 
interlocking plates

Detectors mounted 
on additional plate

Light guides are
stiff enough to
support quartz
(Additonal braces
Possible)

Quartz Cherenkov 
detectors to gather 
light from scattered 
electrons.

PMT signals are 
integrated for each 
polarization state.
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2.2 Liquid Hydrogen Target

Figure 11: The SLAC E158 target loop is shown. Liq-
uid flows clock-wise in the picture (downstream to
upstream). The liquid-gas interface is just below the
motor. MOLLER proposes to use it as a prototype.

Figure 12: A CAD drawing of the SLAC E158 tar-
get chamber. The target loop is remotely movable 6”
in the vertical direction. A table containing optics
targets can be moved in and out horizontally.

After acceleration to 11 GeV, the electron beam will impinge on a liquid hydrogen (LH2) target. Hy-
drogen is the ideal source of target electrons for two reasons. First, it provides the greatest electron target
thickness for the least radiation length. Secondly, the irreducible backgrounds are confined to radiative
electron-proton elastic and inelastic scattering, which are relatively well-understood. Scattering off other
nuclei would include radiative elastic scattering (/ Z

2), breakup channels and scattering off neutrons, which
would introduce significant systematic errors due to unknown and potentially large electroweak couplings.

In order to achieve the necessary rate, more than 10 g/cm2 of LH2 is needed, making the target cell about
150 cm long, which in turn requires a cryogenic target system capable of handling a heat load of ⇠ 5 kW
from the beam. This is far larger than the typical ⇠ 1 kW targets that are routinely in use and about twice
as large as the target for the Qweak experiment. A plan for adequate target cooling at the JLab site has been
formulated.

The preliminary assessment is that the E158 target cell is a good starting point for the design of the high
power target required for MOLLER. Figure 11 shows the E158 target loop containing the main target cell,
impeller, hydrogen motor and heat exchanger. The hydrogen flowed against the beam direction. The target
loop was housed in a scattering chamber (Fig. 12) which also contained a table with auxiliary targets, with
the capability to move both remotely, the main target loop vertically and the table horizontally. The target
chamber also serves as a secondary containment vessel for hydrogen, which is a safety requirement. The
design of the MOLLER target will make use of computational fluid dynamics (CFD), a key development
which has been validated by the successful operation of the Qweak target.

The most important target design consideration is the suppression of density fluctuations at the timescale
of the helicity reversal rate. Preliminary estimates based on operational experience with the Qweak target

Liquid Hydrogen Target

125 cm

Deposited power = 4kW

Beam E 11 GeV
Møller E′ 1.7 - 8.5 GeV
θCM 46° - 127°
θLab 0.23° - 1.1°
⟨Q2⟩ 0.0058 GeV2

Current 70 μA
Møller rate 123 GHz
Flip rate 1920 Hz
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Error Source Fractional Error (%)
Statistical 2.1
Absolute value of Q2 0.5
beam (second order) 0.4
beam polarization 0.4
e+ p(+�) ! e+X(+�) 0.4
beam (position, angle, energy) 0.4
beam (intensity) 0.3
e+ p(+�) ! e+ p(+�) 0.3
�(⇤) + p ! ⇡ +X 0.3
Transverse polarization 0.2
neutrals (soft photons, neutrons) 0.1
Total systematic 1.1

Table 4: Summary of projected fractional statistical and systematic errors.

3.6 Hall A Infrastructure

The apparatus depicted in Fig. 8 and related shielding will be designed so that MOLLER runs can be in-
terleaved with other experimental programs in Hall A. A first-order check of the experiment layout in Hall
A has been done and no major obstructions have been found. The layout has both Hall A High Resolution
Spectrometers (HRSs) parked at 90� to the beam line. Moving from the beam entrance along the beam line
towards the dump, one would encounter the cryogenic target approximately 7 m upstream of the nominal
pivot, the first spectrometer toroid at the HRS nominal target pivot, followed shortly thereafter by the hybrid
toroid and, with the detectors approximately 19 m downstream of the pivot. Møller events and the degraded
beam travel under vacuum all the way to the detectors and beam dump, respectively.

Cooling of the collimators and room temperature spectrometer toroids will be done using a closed low
conductivity water (LCW) circuit to contain the beam activated water in the hall. A heat exchanger will
transfer the heat from the closed system to the JLab wide LCW system. An additional 1 MVA electrical
transformer would be added to handle the load brought by the spectrometer toroids.

A one meter thick concrete wall will cover most of the spectrometer length to minimize radiation in the
Hall. Guidance from JLab’s Radiation Control group will be sought concerning various radiological issues
brought up by this experiment, such as how best to handle the disassembly and storage of activated parts for
a multi-year experiment with other experiments taking place in between MOLLER runs.

With the target significantly upstream of the HRS pivot, existing beam optics elements are too close to
be effective. A detailed plan for configuring the upstream magnetic and beam diagnostic elements has been
formulated, but final implementation awaits the final design of the spectrometer/collimator system.

4 Systematic Control

The proposed APV measurement in some sense constitutes a fourth generation parity-violation experiment
at Jefferson Laboratory. Apart from the obvious challenge of measuring a raw asymmetry with a statistical
error less than 1 ppb, an equally challenging task is to calibrate and monitor the absolute normalization
APV at the sub-1% level. The collaboration continues to gain extensive experience on all aspects of such
measurements as work continues on executing the third generation experiments PREX [32] and Qweak [33].

We tabulate our estimates of the most important systematic errors in decreasing order of importance
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Beam Assumed Accuracy of Required 1 kHz Required cumulative Systematic
Property Sensitivity Correction random fluctuations helicity-correlation contribution
Intensity 1 ppb / ppb ⇠1% < 1000 ppm < 10 ppb ⇠ 0.1 ppb
Energy -1.4 ppb / ppb ⇠10% < 286 ppm < 0.7 ppb ⇠ 0.05 ppb
Position 0.85 ppb / nm ⇠10% < 47 µm < 1.2 nm ⇠ 0.05 ppb
Angle 8.5 ppb / nrad ⇠10% < 4.7 µrad < 0.12 nrad ⇠ 0.05 ppb

Table 5: Goals for first order corrections from electron beam helicity correlations

in Table 4. It is instructive to recall that the raw asymmetry is about 32 ppb and that the raw statistical
error is 0.6 ppb or about 2%. In the following subsections, we describe some of the principal challenges of
controlling systematic errors in the proposed measurement and provide justification for the projected errors
in the table.

4.1 Beam Fluctuations

As described in Secs. 3.1 and 3.5, the scattered flux would be integrated over the duration (⇠ 500 µs)
of each helicity window. Equation 9 shows how one then extracts a signal proportional to the raw cross-
section asymmetry by removing beam correlations. In this section, we summarize the upper limits for
the random and helicity-correlated fluctuations in order to achieve the systematic error goals in Table 4.
Apart from active techniques to control helicity correlations in the laser beam as well as in the low energy
electron beam, one also gains additional suppression due to so-called “adiabatic damping” and with the use
of several methods of “slow helicity reversal”. Many more details on these issues based on experience from
past experiments can be found in App. A.

Numerical estimates for ↵j were made using Monte Carlo simulation, with results which are similar
to expectations based on scaling the beam-motion sensitivities measured in HAPPEX-II. They are listed in
Table 5. Using these numbers, the required monitoring resolution to achieve counting statistics for 1 kHz
window pairs is . 3 µm in position, and 10 ppm in intensity. The position monitor resolution will be
straightforward to achieve based on previous experience in HAPPEX-II, PREX and Qweak. On the other
hand, achieving 10 ppm resolution in beam intensity will require significant R&D, which the collaboration
has flagged for further study and effort.

4.1.1 Helicity-Correlated Beam Fluctuations

If one averages over the instantaneous pulse-pair asymmetry Ai (see Eqn. 9 in Sec. 3.5.2) and considers the
cumulative experimental asymmetry Araw over many window pairs i, one can write

Araw ⌘ hAii =

*✓
�F

2F

◆

i

+
�
*✓

�I

2I

◆

i

+
�
X

↵j

⌧
(�Xj)i

�

= AF �AI �
X

j

AMj . (10)

In a well-designed and well-executed high flux parity experiment, the helicity-correlated beam asymme-
tries (HCBAs) AI and �Xi will be small enough so that hArawi ' hAF i, even though �(AF )i will be
significantly larger than �(Araw)i for window-pairs.

The first goal is to ensure that each correction AMj is of the order of, or smaller than the projected raw
statistical error of about 0.6 ppb, and that the slopes ↵j are known to better than 10%, so that the systematic

Challenging Experiment!

But the scientific case is 
solid, CD1 is granted, 
R&D to finalize design is 
underway, and we are on 
a path for installation 
some time in 2025.
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Figure 10.2: Scale dependence of the weak mixing angle defined in the MS scheme [35,74] (for the
scale dependence in a mass-dependent renormalization scheme, see Ref. [73]). The minimum of the
curve corresponds to µ = MW , below which we switch to an e�ective theory with the W

± bosons
integrated out, and where the —-function for ‚s 2(µ) changes sign. At MW and each fermion mass
there are also discontinuities arising from scheme dependent matching terms, which are necessary to
ensure that the various e�ective field theories within a given loop order describe the same physics.
However, in the MS scheme these are very small numerically and barely visible in the figure provided
one decouples quarks at µ = ‚mq( ‚mq). The width of the curve exceeds the theory uncertainty from
strong interaction e�ects which at low energies is at the level of ±2 ◊ 10≠5 [35]. The Tevatron and
LHC measurements are strongly dominated by invariant masses of the final-state di-lepton pair of
O(MZ) and can thus be considered as additional Z pole data points. For clarity we displayed the
Tevatron and LHC points horizontally to the left and right, respectively.

E.g., QW (133
78Cs) is extracted by measuring experimentally the ratio of the parity violating

amplitude, EPNC, to the Stark vector transition polarizability, —, and by calculating theoretically
EPNC in terms of QW . One can then write,

QW (133
78Cs) = N

3 Im EPNC
—
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th.
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a

2
B

|e|

B

, (10.33)

where aB is the Bohr radius. There are currently two semi-empirical approaches to — of similar pre-
cision. The ratio of the o�-diagonal hyperfine amplitude to the vector polarizability was measured
directly by the Boulder group [167]. Combined with the hyperfine amplitude, computed precisely
in Ref. [168], one finds — = (26.957 ± 0.044 exp. ± 0.027 th.) a

3
B

. Alternatively, one can combine [169]
the measurement of the ratio of scalar to vector transition polarizabilities [170] with the recent
calculation of the scalar polarizability [171] to obtain — = (27.139 ± 0.030 exp. ± 0.030 th.) a

3
B

, in
agreement with earlier results [172, 173] based on this approach. The two determinations average
to — = (27.064 ± 0.025 exp. ± 0.021 th.) a

3
B

, while they di�er by 2.7 ‡.
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Uncertainty goal is to match 
LEP1/SLC discrepancy
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Parity Violating electron scattering with GeV 
beams is a useful tool for studying nature.

We now have new information that will help 
us understand the structure of neutron stars!

Next: MOLLER will search for New Physics at 
multi-TeV energies through Precision ePV.

Thank You!


