
QUALIFYING EXAMINATION, Part 2

Solutions

Problem 1: Quantum Mechanics I

(a) Take |n〉 to be the true energy eigenstates of H

H|n〉 = En|n〉 ,

with eigenvalues En (n = 0, 1, . . .). Since E0 is the ground-state energy, E0 ≤ En. Then

〈ψ|H|ψ〉 =
∑
n

En|〈n|ψ〉|2 ≥ E0

∑
n

|〈n|ψ〉|2 = E0 ,

where we have used the fact that ψ is normalized,
∑

n |〈n|ψ〉|2 = 1.

(b) The trial wave function is spherically symmetric and thus has l = 0. The Hamiltonian
of the hydrogen atom is rotationally invariant, and thus l is a good quantum number. In
using the variational method, it is advantageous to choose a trial wave function that has
the same values of the good quantum numbers as the exact ground state. Since the true
ground state has l=0, we choose a trial wave function that also has good l = 0.

(c) The expectation value of V is

〈ψ|V |ψ〉 =
1

N2

∫ ∞
0

(
−e

2

r

)
e−2αr

2

r2dr = − 1

N2

e2

4α
,

where

N2 =

∫ ∞
0

e−2αr
2

r2dr =
1

8α

√
π

2α
.

Using the given result for the expectation value of T , we find

E (α) = 〈ψ|T |ψ〉+ 〈ψ|V |ψ〉 =
3~2α
2m

− 2e2
√

2α

π
.

(d) To find the best variational estimate for the given Gaussian trial wave function, we
minimize E (α) with respect to α. The first derivative

dE

dα
=

3~2

2m
− e2

√
2

πα
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vanishes for

α = αmin =
8

9π

(
me2

~2

)2

.

It is easy to verify that d2E(α)
dα2 = e2

√
1

2πα3 > 0, and thus E(α) has a minimum at αmin.

The variational estimate for the energy is then

Emin = E (αmin) = − 8

3π

me4

2~2
.

This value differs from the exact ground-state energy of−me4

2~2 by only a factor of 8
3π
≈ 0.85.
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Problem 2: Quantum Mechanics II

(a) We have

ĤJC |0, g〉 =
(
Ĥo + Ĥa + Ĥint

)
|0, g〉 =

(
1

2
~ωo + 0 + 0

)
|0, g〉 =

1

2
~ωo |0, g〉 .

Thus |0, g〉 is an eigenstate of ĤJC with eigenvalue 1
2
~ωo.

(b) To show that N̂ is conserved, we verify that it commutes with ĤJC

[
ĤJC , N̂

]
=
[
Ĥo, N̂

]
+
[
Ĥa, N̂

]
+
[
Ĥint, N̂

]
= 0 + 0 + κâ

[
σ̂+, |e〉 〈e|

]
+ κâ†

[
σ̂−, |e〉 〈e|

]
+ κ [â, n̂] σ̂+ + κ

[
â†, n̂

]
σ̂−

= −κâσ̂+ + κâ†σ̂− + κâσ̂+ − κâ†σ̂− = 0 .

(c) We verify that |n, g〉 and |n, e〉 are eigenstates of N̂

N̂ |n, g〉 = Λn,g |n, g〉
N̂ |n, e〉 = Λn,e |n, e〉 ,

with eigenvalues Λn,g = n and Λn,e = n+ 1 for n = 0, 1, · · · .
For the eigenvalue Λ0,g = 0, there is only one eigenstate |0, g〉. For the eigenvalue

Λn,g = Λn−1,e = n with n = 1, 2 . . ., there is a two-fold degeneracy associated with eigen-
states |n, g〉 and |n− 1, e〉.

(d) Since
[
ĤJC , N̂

]
= 0, ĤJC can be represented as a block diagonal matrix in the

eigenbasis associated with N̂ . More specifically, ĤJC has the block diagonal form

ĤJC =



(H0)1×1
(H1)2×2

(H2)2×2
. . .

(Hk)2×2
. . .


in the basis of {|0, g〉 , |0, e〉 , |1, g〉 , |1, e〉 , · · · }. According to part (a), we have H0 = 1

2
~ωo.

For n = 1, 2, . . ., the 2×2 diagonal block associated with the basis states {|n− 1, e〉 , |n, g〉}
is

(Hn)2×2 =

((
n− 1

2

)
~ωo + ~ωa ~κ

√
n

~κ
√
n

(
n+ 1

2

)
~ωo

)
=

(
n~ωo + 1

2
~ωa 0

0 n~ωo + 1
2
~ωa

)
+

(
−1

2
~δ ~κ

√
n

~κ
√
n +1

2
~δ

)
,
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with δ = ωo − ωa.
The eigenvalues of ĤJC can be computed by finding the eigenvalues of these 2 × 2

matrices.
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Statistical Mechanics I

(a) There are N !
n1!n2!

many-particle states with n1 particles in the state with energy 0
and n2 particles in the excited state ε. The energy of each such many-particle state is
n1 · 0 + n2ε = n2ε The partition function Z is then given by

Z =
∑
n1,n2

n1+n2=N

N !

n1!n2

e−βn2ε = (1 + e−βε)N ,

where β = 1/kBT . This result can also be derived from Z = zN , where z =
∑

i e
−βεi is

the single-particle partition function (this holds for a system of N non-interacting distin-
guishable particles). The given system has two levels, 0 and ε, so that z = 1 + e−βε.

(b) The energy of the system is found from

E = −∂ lnZ

∂β
= N

ε

eβε + 1
.

The heat capacity is then

C =
dE

dT
= NkB

(
ε

kBT

)2
eβε

(eβε + 1)2
.

In the high-temperature limit kT � ε, βε→ 0 and

C ≈ 1

4
NkB

( ε

kT

)2
.

(c) The entropy can be calculated from S = −∂F/∂T , where F = −kBT lnZ is the free
energy. Using F = −NkBT ln(1 + e−βε), we find

S = NkB ln(1 + e−βε) +
NkBTe

−βε

1 + e−βε
ε

1

kBT 2

= NkB ln(1 + e−βε) +
Nε

T

e−βε

1 + e−βε
= NkB

[
ln(1 + e−βε) + βε

e−βε

1 + e−βε

]
.

Another way to calculate the entropy is to use F = E−TS and the known expressions
for F and E.

At the high-temperature limit, βε→ 0, and

S = NkB ln 2 .

This entropy is just kB ln Ω where Ω = 2N is the total number of states.
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In the limit T → 0, βε→∞, (βε)e−βε → 0 and

S = 0 .

At T = 0, the system is in its non-degenerate ground state and S = 0.

(d) To calculate 〈n2〉, we use

〈n2〉 = − ∂

∂(βε)
lnZ = N

e−βε

1 + e−βε
.

〈n1〉 is determined from 〈n1〉 = N − 〈n2〉. We find

〈n1〉 = N
1

1 + e−βε
.

Using the expression for the entropy in part (c) and the above expressions for the
occupations, one finds after some algebra

S = −NkB
(
〈n1〉
N

ln
〈n1〉
N

+
〈n2〉
N

ln
〈n2〉
N

)
.
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Problem 4: Statistical Mechanics II

(a) A photon with momentum ~p = ~~k has energy ε~k = ~ω~k = ~c|~k|. Imposing periodic

boundary conditions, the allowed values of ~k are ~k = 2π
L
~n with ~n = (nx, ny) having integer

components. Thus, ω~k = c2π
L

√
n2
x + n2

y.

To determine the density of states, we consider the number of possible photon states
in a volume d2~k of momentum space. The number of allowed momentum values between
~k and ~k + d~k are

L2

(2π)2
d2~k =

L2

2π
kdk =

L2

2πc2
ωdω.

Thus the density of states of photons with frequency ω is

g(ω) =
A

2πc2
ω.

(b) Writing β = 1/kBT , the grand-canonical quantum partition function is

Z(T ) =
∏
~k

∞∑
n~k=0

e−βε~kn~k =
∏
~k

1

1− e−βε~k
,

where n~k is the number of photons with wavenumber ~k, giving

lnZ(T ) = −
∑
~k

ln(1− e−βε~k).

This is just the partition function of non-interacting bosons with a chemical potential
µ = 0. For photons µ = 0 since their number N is not fixed a priori but is determined
from the equilibrium condition µ = ∂F/∂N |T,A = 0.

For large area, the photon spectrum becomes quasi-continuous, and the sum above
can be approximated as an integral over ω using the density of states:

lnZ(T ) ≈ −
∫ ∞
0

dωg(ω) ln(1− e−β~ω) = − A

2πc2

∫ ∞
0

dωω ln(1− e−β~ω).

(c) The total energy is

U = −∂ lnZ

∂β
=

~A
2πc2

∫ ∞
0

dω
ω2eβ~ω

1− e−β~ω
.

The total energy can also be derived from

U =
∑
~k

ε~k〈n~k〉 ≈
∫ ∞
0

dωg(ω)~ω〈nω〉 ,
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where

〈nω〉 = − ∂

∂(β~ω)
lnZ(T ) =

1

eβ~ω − 1

is the average occupation in a photon state with frequency ω.

Thus, in two dimensions the spectral energy density is

u(ω, T ) =
~

2πc2
ω2

eβ~ω − 1
.

Substituting in the integral x = β~ω, the total energy density is

U

A
=

k3BT
3

2πc2~2

∫ ∞
0

dx
x2

ex − 1
=

k3B
πc2~2

ζ(3)T 3,

where we have represented the dimensionless integral using the Riemann ζ function

ζ(n+ 1) =
1

n!

∫ ∞
0

dx
xn

ex − 1
.

(d) First derivation of entropy: at fixed area

dS =
1

T
dU =

1

T

(
3Ak3Bζ(3)

πc2~2

)
T 2dT,

so the total entropy is given by integrating

S =

(
3Ak3Bζ(3)

πc2~2

)∫
TdT =

(
3Ak3Bζ(3)

2πc2~2

)
T 2.

Here we have fixed the constant of integration by demanding that the entropy vanishes
at T = 0, since the system has a unique ground state.

Second derivation of entropy: consider the free energy F = −kBT lnZ, in which case

S = −∂F
∂T

∣∣∣∣
A

= − ∂

∂T

AkBT

2πc2

∫ ∞
0

dωω ln(1− e−β~ω)

= − ∂

∂T

Ak3BT
3

2πc2~2

∫ ∞
0

dxx ln(1− e−x) =

(
3Ak3BT

2

2πc2~2

)[
−
∫ ∞
0

dxx ln(1− e−x)
]

where the integral in brackets in also equal to ζ(3) upon integration by parts.

On the other hand, the total number of photons is given by

N ≈
∫ ∞
0

dωg(ω)〈nω〉 =
A

2πc2

∫ ∞
0

dωω
1

eβ~ω − 1
=

A

2πβ2c2~2

∫ ∞
0

dx
x

ex − 1
=

A

2πβ2c2~2
ζ(2).

Then the entropy per photon is given by

S

N
=

(
3Ak3Bζ(3)T 2

2πc2~2

)(
Ak2Bζ(2)T 2

2πc2~2

)−1
= 3

ζ(3)

ζ(2)
kB.
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